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EXECUTNESUMMARY

,P
1

.

1

I
1

J-. ,n

Recent evidence suggesting widening regional differences in demographic and economic
conditions has raised concerns among policymakers that some areas of the United States are profiting
little from economic expansions and suffering disproportionately from economic contractions. Further
concerns have been raised about the impact of social welfare programs, such as the Food Stamp
Program (FSP), in depressed areas. Thex concerns have elicited questions about whether the
bene66  of our social welfare system are distributed equitably across the nation according to need and
have intensified the demand for subnational estimates of indicators of well-being and indicators of
program effectiveness.

The Food and Nutrition Senke (FNS)  seeks e&mates of State poverty counts, State PSP
eligiibili~  counts, and State FSP participation rates. The PSP participation rate is a key measure of
program &ectiven~ The pnrpose  of this study is to assess the suitability of alternative estimation
methods, to derive the estimates requested by FNS,  and to evaluate the estimates obtaind

We a&&r~e small- ttrtbdon metliods  that can be used to obtain estimates  of State
poverty counts, State FSP eligibility counts, and State FSP participation rates:

1. The direct sample estimation method

2 The regression method

3. The ratio-correlation technique

4. Shrinkage methods

5. Structure preserving estimation (SPREE)

After weighing the relative advantages and disadvantages of all five  methods, we recommend three
methods-the direct sample estimation method, the regression method, and shrinkage methods-for
empirical application and testing. We nv%mme&a@&ttheemp~~and~~the
n&&am&&n te&ique and SPREE for two principal reason First, both methods are
computationahy  burdensome, requking  that we process census microdata to obtain FSP eligibility
estimates. Second, both methods assume that the relationships between poverty or PSP eligibility and
various socioeconomic and demographic indicators are stable, that a model estimated using census
dataper&insforeachyearuntildata&omthenest~arcavailable.  Fkxtbisstudy,wewould
have to use 19&I census data However, we have no reason to believe that the relevant mukivariate
relationships have remained stable over time, in general, and over the 19&k,  in particular. Witb no
evidence suggesting that either the ratio-correIation  technique or SPREE strongly dominates the
regression or shrinkage methods in terms of lower sampling variability, we believe that it is prudent
to avoid the potential biases from  assuming temporal stability.

Each of the three estimation methods recommended for empirical application and testing
requires sample data. The leading candidate data sources are the Current Population Survey (CPS)
and the Survey of Income and Program Participation (SIPP). We nwmmend againrr  r&g SIPP us

xi



4 source of sample data for thQ &u&because  (1) SIPP, which is not designed for State estimation,
provides small State sample sizes and, therefore, supports much less precise sample estimates than
the CPS and (2) SIPP uniquely identifies only 42 States, including the District of Columbia.

Using CPS dais and admi~~‘ve  rewrds da&z  such 4s datajhm  vi&d  statistic records, we obtain
dinct  sample  atimota,  regrPssion  estimates,  and shrinkage edmates of State poverty wunts, Stute FSP
e&ibility  wunts, and State FSPpartic&mfion  rates  for 1986,1987,  and 1988. We also derive estimates
of State poverty rates and State FSP eligiiility  rates. Our shrinkage estimator is a hierarchical
Empirical Bayes estimator that optimally combines direct sample estimates and regression estimates.

In our empirical evaluation of the direct sample, regression, and shrinkage methods, we fmd that
the thrse methods  gene+  agree on aggregah  chamcte&ti  pe&ihg  to the distribution of State

.ertzm&s . For the distribution of State FSP participation rates, for instance, such aggregate
characteristics include the median State participation rate, the national participation rate implied by
the State estimates, the standard deviation or interquartile range of the State participation rates, and
the distribution of the State participation rates across broadly defined categories. The direct sample,
regression, and shrinkage methods also generally agree on which areas of the country tend to have
higher participation rates and which areas tend to have lower participation rates.

Despite this general agreement among the direct sample, regression, and shrinkage methods on
aggregate features of the distribution of State estimates, we find that for some States, the three
alternative estimates for a given year differ substantially. For example, differences of four percentage
points between direct sample and regression estimates of FSP participation rates are common. Some
of the observed differences in point estimates, however, can be attributed largely to sampling
variability. When we compare interval estimates, that is, confidence intervals, we find that the
regression and shrinkqe  metho&  nudnly  mduce our uncertuin&  providing nurmwer  wn@ience  in&ma&
thun the dimt sample estimatkn method. For some States, the confidence intervals from the
regression method and, to a much lesser degree, the shrinkage method include values that we would
consider unlikely based even on the relatively wide confidence intervals from the direct sample
estimation method. But for most States, the regression and shrinkage methods imply confidence
intervals that he entirely inside the confidence intervals implied by the direct sample estimation
method.

Although each of the three estimation methods has relative strengths and weaknesses, we
nrommend  our kinkage  e.stbah over our dkct sample e&mates and regression &ma&s. We
recommend shrinkage estimates over direct sample estimates primarily because our shrinkage
estimates are substantially more reliable for many States. Overall, we find that the shrinkage
estimator is statistically more efficient than the direct sample estimator. We recommend shrinkage
estimates over regression estimates for three reasons. First, for the nation as a whole and for States
for which we obtain precise direct sample estimates, we find  substantially closer agreement between
direct sample and shrinkage estimates than between direct sample and regression estimates.
Differences between shrinkage and direct sample point estimates are much smaller than differences
between regression and direct sample point estimates. Also, the overlap between confidence intervals
implied by shrinkage and direct sample estimates is greater than the overlap between confidence
intervals implied by regression and direct sample estimates. Second, although the standard errors of
regression estimates are much smaller than the standard errors of shrinkage estimates for some States,
we believe that our estimated standard errors exaggerate the overall precision of the regression
estimates. We find that the covariances between regression estimates for different States are
relatively large. Thus, the risk of obtaining many large estimation errors is higher with the regression
method than with the direct sample and shrinkage methods. The covariances between regression

xii



estimates  for different States are sufficiently  large that despite relatively small standard errors of

;P
regression estimates for individual States, the regression  estimator cannot be judged statistically more
eBcient  than the shrinkage estimator or even the direct sample estimator. ‘Ibird,  we find that the
shrinkage estimator is less sensitive to model spe&cation  than the regression estimator. We find that

1
similar regression models can yield moderately to substantially different  estimates for some States.
By combining the regression estimates with direct sample estimates, the shrinkage estimator dampens
ditkrences  between estimates from competing models.

I



I. INTRODUCTION

Recent evidence suggesting widening regional diEerences  in demographic and economic

conditions has raised concerns among policymakers  that some areas of the United States are profiting

little Comeconomicexpansions  andsu&ingdisproportionately from economicamtractiona.  Further

concernshavebeenraisedabouttheimpactofsocialwelfarep~~suchrrstheFoodStamp

Program (FSP),  in depressed areas. These concerns have elicited questions about whether the

benefits of our social  welfare system are distributed equitably across the nation according to need and

have intensified the demand for subnational estimates of indicators of well-being and indicators of

program effectiveness.

The Food and Nutrition Service (FNS) seeks estimates of State poverty counts, State FSP

eligiiity counts, and State FSP participation rates. The FSP participation rate is a key measure of

program effectiveness.’ The purpose of this study is to assess the suitability of alternative estimation

methods, to derive the estimates requested by PNS, and to evaluate the estimates obtained.

National poverty estimates are published aunttally  by the Census Bureau. Although there is

ongoing debate about how to measure the incidence of poverty, national estimates of poverty are

statMAy  reliable, even for major population subgroups. Nevertheless, due largely to data

limitations, reliable estimates of State poverty rates cannot be obtained as easily. The Current

Population Survey (CPS), from which the Census Bureau’s national estimates are derived, has a State-

based design and provides representative samples in each State. However, its sample sizes for many

States are small  and do not support precise sample estimau-x2

‘The PSP participation rate is obtained by dividing the number individuals or households receiving
food stamps by the number of FSP eligible individuals or households. The FSP participation rate can
also be measured by dividing  the dollar amount of food stamp benefits that are distributed by the
d&r amount of food stamp benefits for which households are eligible

2After  the Grst draft of this report was submitted, the Census Bureau published for the Srst time
everCPSpoverty&imateaforStaW  The4mateaareaccompaniedbythewamingthatthey

(a3ntinued-)

1



Ross and Danziger (1987) estimated State poverty rates for 1979 and 1985 using CPS data

However, their estimates for many States were subject to high sampling variability-standard errors

exceeded 1.5 percent for most States and were at least 20 percent for many States. The margin of

error in Ross and Danziger’s  (1987) sample estimate of 18 percent for Iowa’s 1985 poverty rate, for

example, was over four percentage points, meaning that they could conclude only that Iowa’s poverty

rate was probably between 14 percent and 22 percent? This margin of error would be unacceptable

for many purposes. Plotnick  (1989) and Haveman,  Danziger, and Plotnick  (1991) derived State

poverty rate estimates with smaller standard errors by combining CPS samples for three consecutive

years and dropping overlapping observations from the first and third  years4  This approach produced

estimated poverty rates that, although statistically more reliable, were difficult to interpret, The

estimated rates measured the average incidence of poverty across three years, rather than the

incidence of poverty in one year. When the objective is to make geographic comparisons, averaging

r“ poverty rates in this way is inappropriate because the pace of economic change likely varies among

States. Poverty rates surely rise and fall more quickly in some States and more slowly in other States.
.>. .

“should be used with caution since [they have] relatively large standard errors” (U.S. Department of
Commerce, 1991). We discuss these estimates in greater detail in Chapter V.

%lhis  range is the 95 percent confidence interval for Iowa’s 1985 poverty rate. The boundaries
were obtained by taking roughly twice the standard error above and below the estimated poverty rate.
Prior to selection of a particular sample, a confidence interval constructed in this way contains Iowa’s
true 1985 poverty rate with probability 95 percent. The estimated standard error obtained by Ross
and Danziger (1987) was 213 percent.

‘?his approach doubled sample sizes and reduced  standard errors by nearly 30 percent. To
reduce the sampling error associated with estimates of change in monthly unemployment rates (and
to reduce data collection costs), the CPS uses a “rotation group” design in which one-half of the
selected households in consecutive annual samples are the same. (For monthly unemployment
estimates, threequarters of the selected households in consecutive monthly samples are the same.)
Thus, it is necessary to pool not two but three March CPS samples to double the effective sample
size. Half of the households in the middle year’s sample are in the first year’s sample, and the other
half are in the third year’s sample. The usual procedure for constructing a pooled three-year

fl estimate--but an arbitrary choice from among several procedures-is to weight the middle year twice
as heavily as each of the other two years by counting all of the sample observations in the middle year
and only the nonoverlapping observations in the first and third years.

2



The previously noted uneven weighting of the three years detracts further from the interpretability

of the pooled estimates? To address the shortcomings in sample estimates, Dunton  and Leon (19%)

used regression methods to estimate the extent of poverty in New York State counties for each year

from 1980 to 1986. However, their approach required the implausible assumption that the

relationships between  poverty and various economic  indicators remain stable over time

Precise estimates of the BP participation rate are available at the national 1eveL For example,

Trippe, Doyle, and Asher (199l) estimated national PSP participation rates biannually from  1976 to

1988 using CPS data. However, as with pwcrty,  precise subnational estimates of FSP eligibility or

participation cannot be easily obtained. Czar@ (1981) used the stwture preserving estimation

(SPREE) method and data from various sources including the 1970 census and the 1979 CPS to

derive FSP participation rates for food stamp counties as of October 1979. The Physician Task Force

on Hunger in America (1986) used published estimates for counties from the 1980 census and

published estimates for regions from the 1985 March CPS and developed a crude adjustment

procedure to identify the joint incidence of high poverty and low PSP participation at the county

level The Task Force sought only to determine whether a county had a poverty rate above 20

percent and an PSP participation rate below 33 percent and made no attempt to measure sampling

variability in e&mates  obtained.

With respect  to the central goal of this study, a primary shortcoming of these previous studies

of poverty and FSP participation is that they do not evaIuate  alternative estimation methods and

estimates. Severalofthestwi&moreove r, use methods that are not suitable for dexiving  estimates

for States or smaller areas.

sPoohng  also limits the ability to compare estimates over time. Pooled estimates for consecutive
years will incorporate two overlapping years-the second and third years pooled to obtain the first
estimate are the first and second years pooled to obtain the second estimate--implying that half of
the observations on which each pooled estimate is based will consist of the same households
measured at the same point in tinm. Because of this 50 percent overlap for which no changes can
be ohsed a wmpariscm  of the two pooled estimates will generally understate the year to year
change.

3
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This study examines five leading estimation methods. After weighing the conceptual and

practical strengths and weaknesses of the five methods, we recommend three methods for empirical

application and testing. We derive State poverty, PSP eligibility, and FSP participation estimates

using each of the three methods and evaluate the estimates obtained.

The remainder of this report consists of five chapters and three appendixes. Chapter II discusses

so-called “small-area” estimation methods and the data required by those methods. The relative

strengths and weaknesses of alternative estimation methods and data sources are assessed. Chapter

III resolves several preliminary empirical issues, such as how to measure the FSP eligibility status of

households and individuals using CPS data. Chapter IV descrik  our estimation procedures for

obtaining State estimates of poverty, FSP eligiiility,  and FSP participation and for measuring the

precision of the estimates obtained Chapter V presents our empirical results and assesses State

estimates obtained using alternative estimation methods. Chapter VI summarizes our results and

offers recommendations based on those results. Appendix A describes our procedure for simulating

the. FSP eligibility status of households and individuals in the CPS. Appendix B defines the

“symptomatic indicators” used in our regression models of poverty and FSP eligibility. Appendix C

presents the regression models identified as the best models by our model fitting procedure.

I
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P Il. ALTEFWAT’MZ  E!3TlMATION  METHODS

For obtaining State poverty counts and State FSP eligiiity counts, five leading methods of small-

!
I

area  estimation are most appropriate for consideration.. The five estimation methods are:

1. Direct sample estimation

2 The regression method

3. The ratio coxrelation  technique

4. Shrinkage methods

5. Structure preserving estimation (SPREE)

The first five sections of this chapter discuss in detail each of these estimation methods and their

strengths and weaknesses. The final section of this chapter weighs the relative advantages and

7-- disadvantages of the five methods and offers recommendations for empirical application and testing.

We recommend against empirical application and testing of the ratio-correlation technique and

SPREE. Although our discussion of each method is often framed in terms of estimating poverty

counts, it also applies to eligibility counta.  Instances in which the estimation of eligibility counts raises

additional or different issues are note& Chapter III deaerii  our procedures for determining poverty

status and FSP eiigiiility  status using  sample (CPS) data. Chapter IV describes our estimation

i

procedm  for the methods that we recommend  for empirical application.

A. DIRECI’  SAMPLE ESTIMATION

Direct sample estimation involves simply calculating the poverty count for each State using

sample data obtained from, for example, the Current Population Survey (CPS) or the Survey of

Income and Program Participation (SIPP). An advantage of direct sample estimation is its simplicity.

5
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Another advantage is that it yields estimates that are unbiased, that is, correct on average.’ The

principal disadvantage of direct sample estimates is that, although they are unbiased they are subject

to substantial sampling variability for some, if not many, States.

The only data required for direct sample estimation are sample survey data. The two leading

sources of sample survey data for this study are the CPS and SIPP.

The CPS offers several important advantages. One advantage of the CPS is that it has a State-

based design, providing representative samples for each State and the District of Columbia’ A

second advantage is that the kind of data required for our study are available every year (from the

March supplement) and are available for use with the documentation needed for State estimation

relatively soon (typically within nine months) after the data are collected. A third advantage of the

CPS is that it is the primary database for the MATH@ microsimulation model, which is used to derive

PSP eligibility estimates with well-known strengths and wealmesses.  Although this study uses a

somewhat cruder method for simulating FSP eligiiility from CPS data, the method’s results compare

favorably with the results obtained from the more refined  MATH model simulations (Trippe, Doyle,

and Asher,  19!41).3

The main disadvantage of the CPS is that it provides limited data on crucial determinants of

program eligibility. For example, the CPS identifies a household, a group of individuals sharing living

quarters, but not a food stamp unit, a group of individuals sharing food purchases and preparation!

+hktly, not all direct sample estimates, including some of the estimates of greatest interest in
this report, are unbiased. Because its denominator is a sample estimate, like its numerator, the direct
sample estimate of an adjusted FSP participation rate is a so-called “ratio mean” (Kish,  1965).  Ratio
means are necessarily biased. The denominators of our direct sample estimates of poverty and FSP
eligibility rates are also based on sample estimates. (We subtract a sample estimate of the number
of unrelated individuals under age 15 from a nonsample estimate of the State population to obtain
the denominator for a rate.) Thus, direct sample estimates of rates are ratio means

throughout  this report, the District of Columbia is counted as a “State”

30ur simulation procedure is described in Chapter III and Appendix A

?here are exceptions to this definition of a food stamp unit. One exception pertains to
households with elderly individuals who are unable to prepare their own meals.

6



Also,  the CPS does not gather sufficient  data on asset balances and deductible v to determine

FSP eligibility and obtains only annual income information, whereas FSP eligibility is asses4  on a

monthly basis.

The primary advantage of SIPP is that it supports much more accurate FSP eligibility

determinations than the CPS. Food stamp units can be identified with SIPP data (although only for

FSP participants). SIPP obtains monthly income data and periodic data on asset balances and

deductiile v SIPP also captures changes in family composition5

AnimportantdisadvantageofsIpPisthat,~tothecpS,SIpP~plesizesart~~

support ltss precise estimates. ‘Ibe Census Bureau has wamed that SIPP is “not desiied to produce

State &mates”  and that SIPP ‘estimates for individual Statcr are subject to very high variamx  and

are not recommended (U.S. Department of Gunmerce,  1992).*  Another critical disadvantage of

SIPP is that State of residence cannot be uniquely identified, preventing the derivation of estimates

for all 51 States. Sample estimates  cannot be obtained for Maine and Vermont, which are grouped

together as one State;” for Iowa, North Dakota, and South Dakota, which are grouped together;

and for Alaska, Idaho, Montana, and Wyoming, which are grouped together. One other disadvantage

of SIPP data is the relative lack of timeliness. SIPP data are often unavailable until 12 to 18 months

after data collection.

We are assuming throughout this report that State estimates are required for a year for which

census data are not available. Otherwise, we recommend deriving small-area estimates from  census

data if the census obtains reliable information on the variables required and if sufficient resources

are available to proass  census data Smalls estimates based even on subsamples  of census

‘As we note in Chapter V, national participation rates estimated using C!PS data are lower  than
national participation rates estimated using SIPP data

d.ro  assist data users in calculating standard errors that reflect the complex sample designs of the
CPS and SIPP, the Census Bureau publishes values for the parameters of generalized variance
functions. ‘Ihe Census Bureau publishes State+pecitic  parameter values for the CPS. However, the
Census Bureau does not publish parameter values for estimating standard errors for State estimates
derived from SIPP data.

7



records will be more precise than estimates calculated fi-om the largest sample surveys. The

disadvantages of using census data are discussed in Section C.

B. THE REGRESSION METHOD

The objective of the regression method is to “smooth” direct sample estimates, that is, to reduce

their sampling variability. Although direct sample estimates may not always be sufficiently reliable

to satisfy users’ needs, the direct sample estimates can be used to produce potentially better estimates.

Originally developed by Ericksen  (1974),  the regression method of small-area estimation combines

sample data with symptomatic information, using multivariate regression to reduce sampling error and

enhance accuracy. The basic model is:

(IILl)  Y=xB+L&

f‘
where Y is a (51 x 1) vector of State-level sample estimates on a criterion variable, such as poverty

incidence, and X is a (51 x p) matrix containing  data for each State on a set of p - 1 predictor

variables or symptomatic indicators.‘3 B is a (p x 1) vector of parameters to be estimated u is

an error term--a (51 x 1) vector-reflecting both the inability of the symptomatic indicators to explain

interstate variation in the criterion variable and the fact that sample measurements of the criterion

variable are subject to sampling error.’ The regression estimator is:

‘One of the p columns in X is for a constant term (intercept) taking a value of one for all 51
States.

8We do not give the regression  model a canal interpretation. That is, we do not assert that the
variables in X cause Y. Instead, we claim only that the variables in X are associated with Y.
Therefore, the variables in X are called “symptomatic indicators” rather than “explanatory variables.”
Also, because we are deriving regression estimates only for the areas for which we already have
sample estimates and, thus, are not “predicting” values in the usual sense, we favor “symptomatic
indicators” over “predictor variables.”

9E4uation (1) is obtained as follows. Suppose that the vector of true values on the criterion
variable is YT and that YT = XB + v. v captures the inability of the variables in X to “explain
interstate variation in YT Suppose also that the direct sample estimates are related to the true
values according to Y = YT + w. w captures sampling variability in the direct sample estimates.
Combi.n.ingtheexpressionsforYandYTgivesY=XB+v+w=XB+u,whereu=v+w.
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where B is the least squares regression estimate of B. Regression  estimates of the  miterion  tile,

the elements  of 9, are biased.”  However, regression estimates may improve upon sample estimates

from both bias and sampling variability.”

The regression method requires data on Y, the criterion variable, and data on X, the set of

symptomatic indicators. Data on Y are obtained from  a sample survey.  The elements ofY are direct

sample estimates. The strengths and weaknesses  of the two primary sample sulyeys  were discussed

in the previous section.

Data on the symptomatic indicators can come from various sources, including a census and

administrative records.a,”  Administrative records include birth certificates, immigration forms,

tax returns, Supplemental Security Income (SSI) case&s, and police crime reports. The principal

limitation of census data for regression method estimation is the lack of tmA&ss. The regression
_~

ls’Ihe bias in an e&mator is the difference between the expected value of the estimator and the
true value of the variable being estimated, Because the expected  value of v is zero, the expecWl
value of YT is E(Yr) = XB. Because the expected values of v and w and, thus, u are zero, the
zz.ed value of Y is Em-r XB. If B is obtained by ordinary least squares, B = (x,X)-‘X’Y

= ti = X(X’X) X’Y. The expected value of Q is E(p) = X(XX)-‘X%(Y)  =
X(X’X)“x’XB = XB. Therefore, 9 is unbiased for E(Y,). Y is not, h-r, unbiased for YT
ThebiasisE(?)-Yr-XB-XB-v= -v. Values of the elements of v are unknown.

“In applications in which the objective is to estimate a single value, the MSE of an estimator is
the bias squared plus the variance. The variance is the standard error squared. For this study, iu
which 51 estimates are required, the MSE is represented by a matrix We deri the form of the
MSE matrix in Chapter IV.

%ata on symptomatic indicators could be obtained from a sample survey. Although sample
estimates of symptomatic indicators would be subject to sampling variability, the estimates could be
treated as nonstochastic, as is typically done in regression arm&es  involving w data outside the
context of am&area estimation. (Except in extreme cslses,  least squares estimates lose their desirable
properties in the presence of stoch&c regressors) Neverth&ss,  for the purposes of small-
estimation, it seems desirable to consider only symptomatic indicators that are substantially more
precisethautbeniterionvariabl~

%stimates obtained by other methods, such as the ratio-correlation technique, have been
included as symptomatic indicators (Ericksen,  1974).

L
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P method was proposed for small-area estimation to allow current sample data to be exploited. Unless

it is believed that a symptomatic indicator has a lagged effect on the criterion variable, the

symptomatic indicator should pertain to the same period as the criterion variable. Thus, in the

absence of lagged effects, using “old” census data on symptomatic indicators means using “old” rather

than current sutvcy  data. Other strengths and wealmesses  of census data are discus& in the next

SeCtiOIl.

The principal  limitation of administrative records data is that such data may provide relatively

few symptomatic indicators. The reasons for this limitation are that a potential symptomatic indicator

is not available for all States, data are not comparable across States, and State-level data are not

available on a regular basis or are not available in a timely fashion.14

C. THE RATIO-CORRELATION TECHNIQUE

The ratio-correlation technique is similar to the regression method except that the ratio-

,p. correlation technique estimates the relationship between the criterion variable and the symptomatic

;$ indicators for the most recent year for which census data are available. Assuming that the estimated

relationship remains stable over time, the ratio-correlation technique produces State-level estimates

of the criterion variable using the estimated census-year regression equation and current-period values

of the symptomatic indicators from, typically, administrative records data_ The ratioeorrelation

technique estimator is:

(B-3) P =  XB,

where 8, is the least squares regression estimate of B obtained using census  data on the criterion

variable and X is, as for the regression method, a matrix containing data for all States on a set of

symptomatic indicators. For estimating 8, the data on the symptomatic indicators pertain to the

n
14Although  sampling error may be absent from administrative records data, im&tant sources of

nonsampling error sometimes cannot be ruled out.
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The primary advantage of the ratio-conelation  technique is that State povexty  estimates  based

on the census are subject to substantially lower sampling error than are estimates derkd &om a

survey like the CPS. The primary dkadvantage  of the ratio-correlation technique is that muhkiate

relationships are likely to change over time and, thus, that a model for, say, 1980 will not pertain

today.

As noted, the ratio-correlation technique requires data on the symptomatic indicators for t~3

time periods: the year to which the census data on the criterion variable pertain (and for which the

regression equation is estimated) and the year for which State estimates are desired Data for both

years would  be obtained from the same sources-~ administratke recow in the

previous section. However, the ratio-correlation technique places a greater burden on administrative

records systems than does the regression method. Data on a symptomatic indicator must be available

for two specific years and must allow the symptomatic indicator to be defined the same way for the

two years.

In addition to administrative records or similar data on symptomatic indicators, the ratio-

correlation technique requires census data on the criterion variable. The principal advantage of

census data is that they provide precise estimates, CveD for small geographic areas. For producing

small-area population estimates, possibly broken down by age and sex, the decennU  census is strongly

preferred because,  in principle,  it provides complete counts that are not subject to sampling error.

The census collects some information, however, on a sample basis using the “long form,’ and it is

important to understand that, for the criterion variables considered in this study, the census is a

L 11
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sample survey, albeit a very large sample survey providing a sample far larger than the sample

available from any alternative data collection activity. Determining the poverty status of an individual,

a household, or a family requires data on income, and income is a long-form item in the census.

Census long forms are distributed to about one in every five to six housing units across the country

as a whole. Given this sampling rate, the standard error for a poverty rate estimate of 14 percent

would be on the order of 0.1 percent in the smallest State in 1980-Alaska,  with a population of

nearly 402,000.‘5~16  Even if the CPS sample for each state were a simple random sample, the

smallest standard error for a poverty rate estimate of 14 percent would be about 0.4 percent.  Ihus,

the census supports much more precise  sample estimates than a smvey  such as the CPS.

The principal disadvantage of census data is lack of timeliness along two dimensions. First, long-

form census data are typically not available until about two to three years after the census is taken.

Second, census data are available only every ten years. Long-form data from the 1990 census are not

yet available for this study, and 1980 census data on income pertain to 1979.

A less serious disadvantage is that census data, like CPS data, permit only a crude determination

of FSP eligibility. Nevertheless, it should be possible to simulate FSP eligibility from census data

using a prdure  similar to the procedure for simulating FSP eligibility from CPS data.”

lSFor purposes of approximation, it was assumed that the long-form axsus is a 19 percent
random sample of persons. The standard error for a poverty rate estimated from a random sample
of size n is [p( 1 -p)/n] *, where p is the poverty rate. The standard error given in the text was
calculated as the square root of [0.14 X (1 - 0.14)] + (0.19 X 402#00).  Long forms are not
distributed according to a simple random sample design.

‘*sing  CR3 data in Chapter V, we fmd that Alaska’s 1988 poverty rate estimate of 113 percent
has a standard error of 1.8 percent.

“Unlike the CPS, the census does not obtain data on separate amounts received from
unemployment compensation, veteran’s benefits, pensions, alimony, child support, and other regular
sources of unearned income. Thus, the methods used for allocating annual income from these
sources across months would have to be modified to accommodate census data. Therefore,

/---
simulations of FSP eligibility status based on census data would be somewhat cruder than simulations
based on CPS data. Our procedure for simulating FSP eligibility from CPS data is described in
Chapter III and Appendix A. Another problem for estimating both eligibility and poverty,
underreporting of income, is probably more extensive in the census than in the CPS.

12
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Simulating PSP eiigibm,  however, raises an important dkadvantage  of using census  data-

computational burden. Estimating State poverty  counts using the r&o-correlation  technique quires

ontyccnsusestimatesofStatepoverty~~~which~readilyavailabk6romcensul,Brmau

publications. Estimating State FSP eligiiiiity  counts using the ratimon tdmique rcquks

census estimates of State FSP eligiiilitycounts,  which could be obtained only by processing a census

mictita file and simulating each person’s or household’s FSP eligibility  status before aggregating

across obse~~tionswithin  each State. Many microdata records would have to be pmces&, even if

a sample of long-form returns were used.r8

D. SHBJNIUGE  MBI’HODS

Shrinkage methods calculate weighted averages of estimates obtained using other methoda  Par

example, rather than dkarding direct sample estimates in favor of regr&on es- an appealing

strategyistofindacompromise,to~bothsetsof~~~toobtaiabetterestimates  shrinkage

methods can be used to find a compromise and to exploit the unbiasedneas  of direct sample &mates

and the low sampling variability of regression estimates. The class of shrinkage estimators contains

several members, including James-Steiu,  Bayes, and Empirical Bayes  estimators. The wmmon  feature

of all shrinkage estimators is that, according to a criterion such as mjnimum  MSE, shrinkage

estimators optimally combine alternative estimates of the variable of interest by weighting according

to relative reliability. A highly reliable poverty estimate is weighted more heavily and, thereby,

influences more strongly the final wmbined poverty estimate than a less reliable poverty estimate,

which receives a smaller weight and in&rences  less stroqly the combined poverty estimak Thus,

a shri.ukage  e&imator  would place a large weight on the sample estimate for a large State and a small

“Another approach (Cza~k 1981) would be to estimate relationships be6veen  numbers in
poverty and numbers eligible for the PSP and to use the estimated relationships to derive ‘ratio-
correlation estimates” of PSP eligibility counts  from  ratio-correlation estimates of poverty wunts. In
this study, such au approach would assume an answer where an answer is being sought  There would
be built-in relationships between PSP eligibility and poverty that extend beyond the relationships
attributable to PSP eligibility criteria

13



n weight on the sample estimate for a small State. Shrinkage procedures were introduced as methods

for small-area estimation by Fay and Herriott (1979), who formed a weighted average of sample and

regression estimates of per capita income for small places (population less than 1,000) receiving funds

under the General Revenue Sharing Program. Weights on the former reflected sampling error, while

weights on the latter reflected lack of fit of the regression. The general form of a shrinkage

estimator ix

where ?s is the shrinkage estimator that combines the alternative estimators PI and q3 c is the

weight on P,, (1 - c) is the weight on y2 and 0 I c I 1. P, could be a vector of direct sample

estimates, and y2 could be a vector of regression estimates, as in Fay and Herriott (1979).

Shrinkage estimators are biased by design. Such bias is accepted in the pursuit of substantially

lower sampling variability- Thus, the principal advantage of shrinkage estimators is that they optimally

combine alternative estimates to minimize some overall measure of error that reflects, for example,

both bias and sampling variability. Although a direct sample estimate may have the minimum

sampling error among unbiased estimators, that minimum may be large relative to the sampling error

of some slightly biased estimator. A shrinkage estimator may offer much lower sampling error at little

cost in terms of bias.

The principal disadvantage is that a shrinkage estimator may not be robust to violations of certain

underlying assumptions-for example, an assumption that a particular parameter takes a specified

value. A small change in an assumed value may cause large changes in shrinkage estimates.

Sensitivity analyses, which assess the effects of changes in assumptions, can often reveal such

nonrobustness.

Different shrinkage estimators can require different data, depending on the estimators being

combined. Fay and Herriott (1979) and Ericksen  and Kadane (1987)  used shrinkage methods that

14
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combined direct sample estimates and regression estimates. Therefm  the data requirements were

the same as for the regression method. In gene& to obtain State powzty estima~  a rhrinLage

estimator would not use data other than sample survey, census, or administratke  records  data ‘Ihe

strengths and wtahlcsscs ofeachofthesedatasourceahavebeendiscus&inthepreviousthree

ECtiOXlS.

E STRUCl'URE  PRESERVING FSTIMATION  (SPREE)

SPREE uses current sample data to update a table of estimates based on data from  the last

census. Developed by Purcell (1979),  SPREE is a categorical data analysis approach to small-area

estimation. The first step is to cross-tabulate a variable of interest, such as poverty, by variables

thought to be associated with poverty. I9 The cross-tabulation is done for an earlier period when

precise small-area estimates are available-from a census, for example. All variables must be

expressed categorically. Poverty is measured in terms of poverty status, a dichotomous variable

reflecting whether a person was in poverty or was not in poverty (if the individual is the unit of

analysis). As a simple example, poverty status could be cmss-classified  by State of residence and age

(elderlyhonelderly). Then, the number of persons in each cell of the resulting table, representing

a unique combination-of one poverty status, one State, and one age category, would be calculated

from census data The cells in this table descn’be  an association structure among the three variables,

that is, how poverty status and State of residence are related and how that relationship varies

according to age, for instance.

Although a sample survey for the current period may not support reliable estimates of the values

in each cell of the table, it can provide fairly precise values of marginal counts, such as State

population totals by age and national estimates of poverty status by age. The second step of the

SPREE method is to estimate from sample sutvey  data the marghml  counts for which direct sample

‘vhese “associated  variables” are analogous
method.

to the symptomatic indicators used in the regression

15



P estimates of satisfactory precision can be obtained. Which margins satisfy such a uxxlition  is a matter

of judgment_ The greater is the sampling error in marginal counts, the greater is the sampling error

in SPREE estimates.

In the third step, SPREE uses a raking method of iterative proportional fitting to adjust cell

values in the old table based on census data to match the new marginal f’requencies  derived from the

sample survey. The survey estimates serve as control values for updating the cross-tabulation of

poverty status by State by age. Bishop, Fienberg, and Holland (1975) describe iterative proportional

fitting procedures,

An important advantage of the SPREE method is that it preserves that part of the original

association structure not respecified  by the new marginal totals; SPREE assumes that relationships

are stable if there is no evidence of change from  current sample data. Another critical advantage is

that, in contrast to the regression method, SPREE requires sample data on characteristics of relatively

low incidence only for larger geographic areas than those for which estimates are ultimately desired

For this study, national--rather than State--sample estimates are needed for us to obtain State

estimates using SPREE. The principal disadvantage of SPREE is that SPREE estimates are biased

to the extent that current data do not reveal changes in the association structure estimated from

earlier data. Another disadvantage is the computational burden of cross-tabulating census dataZ

Census and sample survey data are required by the SPREE method. Census data are required

for the original cross-tabulation of poverty status by associated variables, and sample survey data are

required to update marginal totals. The strengths and weaknesses of these data sources have been

discussed in the previous sections of this chapter. The only additional consideration is that the

SPREE method imposes greater demands on census data than does the ratio-correlation technique,

the other method that uses census data. The ratiocorrelation technique requires a census estimate

of the incidence of poverty in each State. The SPREE method requires a census estimate of the

201t may be possible to use published cross-tabulations or, like Czajka (1981), to purchase cross-
tabulated census data at a reasonable cost.
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I- incidence of poverty in a subgroup, such as the elderly, in each State The latter estimate may be
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substantially less precise than the former.

F. RECOMMENDATIONS FOR EMPIRICAL APPLICATION OF ESTIMATION METHODS

Two of the five  small-area c&mation methods dcscrii in the previous sections--the  ratio-

correlation technique  and SPREE-require census  data We recommend against the empirical

application and testing of these two methods.

estimation method, the regrakon method, and shrkkage  methods-each requiring sample data, m

recommend the CPS as the source of the sample data. We cannot recommend SIPP as a source of

sample data for this study because (1) SIPP, which is not designed for State estimation, provides small

State sample sizes and (2) SIPP uniquely identik  only 42 States.21

We recommend against the empirical application and testing of the ratio-correlation technique

and SPREE for two basic reasons. The first  reason pertains to the assumption of temporal stability

21An alternative approach, which is beyond the scope of this study, is to use both CPS and SIPP
dataz SIPP data for the largest States and CPS data for the remaining States. Forthe large States,
such an approach could substantially reduce the nonsampling  error associated with the previously
discus& limitations of CPS data on income, assets, and family composition with possibly only  a
modest increase in sampling error from the smaller SIPP sample sizes. Also, the regression and
shrinkage estimators might “transfer” some of the reduction in nonsampling error to the smaller
States. We are aware of no applications of this mixexi  approach, however, and cannot recommend
it without further study. There are several potential problems with the approach. F*ust,  compatkns
of States may be hampered by the different sources and relative magnitudes of nonsampling errors
BIFsociEIfed  with CPS and SIPP estimates. Errors that are e&ctively  eliminated by taking the
difference  between two States’ estimates may no longer be eliminated when the estimates are
obtained from different data. In some cases, SIPP and CPS data may be conceptually different,
further limiting comparability. Second, because the SIPP estimates would be less precise (have higher
sampling variability) than the CPS estimates,  the opportunity for the small States to borrow strength
from  the large States through the regression model used for regression and &i&age estimates is
diminished. Part of this effect is due to the absolute loss in precision for the largest States and part
to the relative loss in precision compared to the other States, The latter causes the largest States to
have less influence on the fitted regression modeL Third, because the SIPP estimates would be less
precise than the CPS estimates, the shrinkage estimator would weight the direct sample estimate
relatively less heavily than the alternative (regression) estimate, and some of the reduction in
nonsampling error would be lost for the largest States. Thus, the effect on overall accuracy, as
reflected in both sampling and nonsampling error, is ambiious, even for the large States.
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P
underlying both methods. The second reason pertains to the computational burden imposed by the

methods.

The ratio-correlation technique assumes that the relationships between the criterion variable and

the symptomatic indicators are stable, that the regression equation for State poverty levels estimated

using census data can be used to estimate State poverty levels for any year until data from the next

census are available (usually about two years after the census is taken). The temporal stability

assumption underlying the SPREE method is weaker. The estimation algorithm assumes that the

census-year relationships between the variable of interest and the associated variables are stable when

more recent sample data do not provide contradictory evidence. If sample data reveal that the

relationship between poverty status and age (elderly/nonelderly)  has changed at the national level

since the census, SPREE estimates will reflect that change. However, if it is determined that sample

estimates of poverty status by State are not sufficiently precise to serve as control totals, SPREE must

assume that the relationship between poverty status and State is stable.P

Both the ratio-correlation technique and the SPREE method require census data. Because  long-

form data from the 1990 census are not yet available, we would have to use 1980 census data for this

study.

Income data collected in the 1980 census pertain to 1979, and our objective is to obtain State

estimates of poverty and PSP eligibility for 1986, 1987, and 1988. We have no reason, however, to

believe that the relevant multivariate relationships have remained stable over time, in general, and

over the 198Os,  in particular, especially given the length of time that has elapsed between the 1980

census and the years for which State e&mates are desired and given known changes in

macroeconomic conditions. 1986,1987,  and 1988 were part of a prolonged economic expansion with

low inflation and falling unemployment rates. In contrast, very high (doubledigit) inflation prevailed

during 1979, and unemployment had already reached its lowest point from which it would begin to

n rise sharply. As aggregate economic conditions were seemingly improving, however, the national

.;I.-
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poverty rate rose by about two percentage points between 1979 and 198&1988.  (U.S. Department

of Commerce, 1990) With no evidence tuggesting  that either the ratio-correlation technique or

SPREE strongly dominates shrinkage estimators (in terms of$ for cxampk+ lower sampling errorb  we

believe that it is prudent to avoid potential biases kom assuming tern@@  stability.

We also recommend against the empirical application  of the ratkor&tion  technique and

SPREE because  of the computational burdens imposed by these methcxk Published eonsus data

could not be used to obtain PSP eligibility estimates. PSP eligibility estimates could be obtained from

census data only by processing microdata records and simulating PSP eligiiility  status Ear individuals

or households before aggregating across observations witbin  each State.

We could use the ratio-correlation technique and SPREE to obtain State poverty estimates but

not State PSP eligibility estimates. This approach would avoid the PSP eligibility simulations. Use

of census microdata would be avoided entirely with the ratio-correlation technique because State

poverty estimates from the census are published and readily available. Use of census mimodata  would

also be avoided entirely with the SPREE method if poverty status were published by a satisfactory

set of associated variables. Published 1980 census volumes cross-tabulate poverty &us by State by

race by age by receipt of social security, for example. We would recommend further consideration

of the SPREE method for obtaining State poverty estimates in future research.
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III. PRELJMINARY  EMPIRICAL  ISSUES

This chapter discusses several issues that must be resolved before we obtain State estimates of

poverty, FSP eligibility,  and PSP participation. Section A dkusses whether the unit of analysis

should be the individual, the family, or the household We choose the MivlduaI as our nnit  of

analysis. Section B descrii our method for &tern&kg  the poverty status of individuals in the

CPS, and Section C descrii our method fior detumlnmg the PSP eligllbility  status of individuals  in

theCPS.  SectionDdescribeshow~measureFSPparticipationaradcorrcdforisrmanceenora

A. UNIT OF ANALYSIS

The official definition of poverty is based on the total income of a family. In contrast, FSP

eligibility criteria consider the total income and assets of a household, which may consist of more than

one family. Although poverty is a family concept and PSP eligiiility is a household concept, both

poverty and PSP eligibility are well defined at the individual level Ifafamilyisinpoverty,all

members of the family are in poverty. If a household is eligiile for the PSP, all members of the

household are eligible for the FSP. Because both poverty and FSP eligibility are well defined at the

individual level, we use the individual  as our unit of analysis. This  also eliminates the problem of

comparing counts expressed in different units:  counts of families in poverty and counts of households

eligiile for the PSP. In this study, a poverty count is the total number of individuals in families below

the poverty line, and an PSP eligibility  count is the total number of individuals in households eligible

for the FSP.

Another reason for counting individuals rather than families or households pertains to the

availability of administrative records data for the regression and shrinkage estimation methods. ‘Ihe

auxiliary data required by these estimation methods are more readily available at the individual IeveL

For example, the Social Security Administration reports the number of individuals receiving

Supplemental Security Income (SSI) but not the number of families or households with SSI
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recipients. Administrative records data on the number of households with Aid to Families with

Dependent Children (AFDC) recipients are also unavailable. Although a symptomatic indicator

could, in principle, be in diEerent units from the criterion variable, a regression model with the

criterion variable and the symptomatic indicators in the same units (either individuals, families, or

households) avoids confounding the association between the criterion variable and a symptomatic

indicator with variations among States in average family or household sizes.

B. D-G POVERTY STATUS IN THE CPS

We use the same procedure as the Census Bureau for determining which individuals in the CPS

were in poverty. We compare the income of each family in the CPS to a poverty threshold for that

family.’ Persons in each household are classified into four family types: (primary) families, unrelated

subfamilies, nonfamily householders (formerly, “primary individuals”), and secondary individuals age

,fi 15 or over.2 For families with an income to poverty threshold ratio below 1.0, all individuals in the

family are determined to live in poverty. Like the Census Bureau, we exclude unrelated (secondary)
2

individuals under age 15 fkom our poverty estimatts3 No income data are collected for these

persons.

‘The poverty threshold is a data field on family records on the CPS tape. Poverty thresholds
depend on family size, number of children, and age of the family householder. The guidelines are
updated every year to reflect changes in the consumer price index. In 1988, the average poverty
threshold for a family of four was $12,092. Our procedure for determining poverty status uses the
poverty definition adopted for official government statistical use by the Office of Management and
Budget_

2Persons  in related subfamilies are members of the primary family.

n 31n Chapter V, we present estimates of State poverty  rates and State FSP eligiiiiity  rates. We
obtain a State rate by dividing a State count-the number of individuals in poverty or eligible for the
FSP-by the State population. For calculating rates, we exclude from the State population total
secondary individuals under age 15 living in households.
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C DETERMINING FSP ELIGIBILITY STATUS IN THE CPS

In this study, we use a simple procedure to impute PSP eligiiility status for individuals in the

CPS. Food stamp program rules are quantified and applied to each household in the CPS to

detexmine  the household’s eligibility status. Each individual in an eligiile  household is determined

to be eligible for the FSP. We determine eligibility status for August of each year!

Fortbis~(andtheyearsl~to1988),aCPShouseholdisdetermincdtobe~~lefor

the PSP if its assets are less than $2,000 ($3,000 for elderly households), its monthly gtuss  income

does not exceed 130 percent of the monthly federal poverty guidelines (a test that is applicable only

if there are no elderly or disabled persons in the household), and its net income  does not exceed

monthly federal poverty guidelines.5  Households in which all members receive public assistance are

automatically eligible.

The CPS does not provide monthly income figures and does not contain information on the food

stamp unit or asset holdings. We allocate annual income amounts to months using the procedures

descrii in Appendix A The official food stamp unit definition requires shared food purchases and

preparation in addition to shared living quarters for a group of individuals to be a food stamp unit.

Because  the CPS does not provide information on food purchase and preparation, the unit of

eligiiility used in this study is the census household minus SSI recipients in States (California and

Wisconsin) that issue cash in lieu of food stamp coupons. We calculate gross income kom the

estimated total monthly income of all members of the household and impute net income from the

household’s earnings, unearned income, and geographic location using an estimated regression

4As we note in Chapter V, national eligibility counts estimated from the CPS are higher than
national eligibility counts estimated from SIPP, with which we can more accurately determine FSP
eligibility status. However, SIPP data are not appropriate for obtaining State estimates, as noted in
Chapter II

?Ibe official monthly poverty guidelines are published by the U.S. Department of Health and
Human Services  and are adjusted each year to account for inflation. The FSP income guidelines
based on the poverty guidelines are the same for the 48 contiguous states and the District of
Columbia but vary slightly for Alaska and Hawaii and U.S. territories. Like the poverty guidelines,
the PSP income guidelines depend on household size.
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/ equation. We estimate assets by dividing the reported income from financial assets in each household

by a rate of return of 6.5 percent. Appendix A describes these procedures in greater detail.

D. MEASURING FSP PARTICIPATION

We do not have to rely on sample survey data to estimate FSP participation counts by State.

Instead, we use State program operations data, which give population counts of FSP participants in

each State. Such estimates are not subject to sampling error.6  The program operations data are

recorded monthly. For this study focusing on interstate variations, we could use data from any month.

We use the August participation counts in each year because the data needed for the FSP eligibility

simulations pertain to August.

The program operations data record the number of persons in households that received food

stamps. Because we want to estimate a State’s participation rate--the ratio of the number of

participants to the number of eligibles-we may wish to adjust for errors in issuance, that is, remove
p

from the total number of participants the number of individuals who received food stamps but were

not eligible. Issuance error estimates are obtained from samples of cases drawn by the States. Thus,

some sampling error is introduced by adjusting the participation figures for errors in issuance. We

received State estimates of issuance errors for 1986,1987,  and 1988 from FNS. A State estimate

gives the proportion of participants that are ineligible. Multiplying the unadjusted participation count

c

by one minus this proportion ineligible gives the adjusted participation count for the State.

blr-nppe (1989) discusses the relative advantages and disadvantages of survey and program
operations data for measuring FSP participation. For this study, the absence of sampling error is the
primary reason for our using program operations data.
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IV. E!STIMATION  PROCEDURES

3

This chapter describes  our estimation procedures for obtaining State estimates of poverty, FSP

eligibility, and FSP participation. Sections A, B, and C descrii our estimation procedures for the

direct sample c&&ion method, the regression  method, and shrinkage methods, qxctively.  Each

section discusses how we obtain State c&mates  and howwe measure the precision of those c&mates.

A. DIRE~SAMPLE ESTIMATION

Our direct sample estimatea  are obtained tirn the March CPS for 1987,1988, and 1989.

Therefore, our c&mates  pertain to 1% 1987, and 1988 The following two sections describe how

we calculate direct sample estimates of paver@, FSP eligibility, and FSP participation and how we

measure the precision of those e&mate&

l. The Direct Sample Estimator

To obtain direct sample estimates of State poverty counts or FSP eligiiility  counts, we sum the

population weights  for individuals determined to be in poverty or eligiile for the FSP using the

methods descried in Chapter IIL We obtain direct sample estimates of State poverty rates and FSP

eligiiity ram by dividing for each State the direct sample estimates of the poverty count and FSP

eligibility count by the State population.

2. MeamingtheReckionofDircctsIlnple-

We calculate standard errors for our direct sample c&mates of poverty and FSP eligiiility using

the Census Bureau’s generalized varknce frmctionsl  TO derive the standard error fix a CPS

estimate of a State poverty or FSP eligiMity  count we use the following generalized variance

lWoker  (198!5)  discusa  the spe&cat.& estimation,  and limitations of generalized variance
fUStiOIU
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where s is the standard error of the estimated State count, f2 is a State-specific generalized variance

fkztjon  parameter, a and b are the generalized variance function parameters pertainiq  to poverty

estimates, and x is the estimated State count (the number of individuals in the State who are in

poverty or are FSP eligible). The Census Bureau provides estimated values for all the a’s, b’s, and

f% in the CPS technical documentation To derive the standard error for a State poverty or FSP

eligiiility rate estimate, we use the following generalized variance function:

(Iv.2) s&P = JF,

where s_, is the standard error of the estimated ,rate (written as a percentage), p is the estimated

poverty or FSP eligibility rate (written as a percentage), P is the base of this estimated poverty or

FSP eligiiility rate (the State population), and b and f2 are defined  as before.

One problem with using the generalized variance functions is that our FSP eligiiility estimates

are not true direct sample estimates because we must simulate FSP eligibility status. Therefore, our

estimated standard errors may not be reliable. Although our simulation procedure may reduce

sampling variability, it may introduce nonsampling  error. Assessing the effects of simulating FSP

eligibility status on standard errors of FSP eligiiility estimates is beyond the scope of this study.

Thus, we assume that our FSP eligibility e&mates are direct sample estimates. Estimated standard

errors should be interpreted with caution.2

2Because  the shrinkage estimator that we use in this study and describe later in this chapter relies
on the estimated standard errors of our direct sample estimates, we determine in Chapter V whether
our shrinkage estimates are substantially different when we assume that the true standard errors of
our direct sample estimates are 20 percent higher than the estimated values. This is a reasonable
sensitivity test, although we cannot be sure that the estimated standard errors understate the true
standard errors.
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A second problem with using the generalized variance functions is that, even if our PSP eligiiility

I

estimates  were true direct sample e&ma-  the generalized varkce functionsthatweusepertain

topovertyestima~  However, it does not seem that this could be an important source of error in

our estimated standard errors for PSP eligibility estimates, given the similarities  in poverty guidelines

and PSP eligiibiity  income guidelines.

A third problem with using the generalized variance functions is that the estimated standard

errors of rates and counts are inconsistent. The standard error of a State’s poverty rate multiplied

by the State’s population should equal the standard error of the State’s poverty count3  The Census

Bureau’s procedure  fOr cstimakg generalized variance function parameter values does not ensure

thatthisequalitywiUbesatiskd  Infact,wefindthatthesta&rderrorforacountderived

ind&Zly  from the standard error for a rate is about seven to eight percent lower in the typical State

than the standard error derived dkectly  from  the generalized varknce  function for a count. We are

concerned about this inconsistenq  because, for reasons given in Sections B and C, we must specify

our regression and shrinkage models in terms of rates. Then, we must obtain count estimates and

count standard errors from the rate estimates and rate standard errors. In selected tables in Chapter

V, we report standard errors of direct sample estimates of counts derived dkectly  using the

generaliz variance function for count estimates (Equation (IV.l)). However, when we compare

estimates obtained from different methods, we rely on standard errors of direzt  sample estimates of

counts derived indirect& using  the generalized variance function for rate estimates (Equation (IV.2)).

3A~resuttfromrtatistiarIfi,thst.ifp~arandomvariable,Pfsacolmrtaat,aadxrPR
thenthcstandardtnwofxbPtimesthestandarderrorofp.  Herc,pistheStatepovertyrate,P
is the State population, and x is the State poverty count Because a CPS State population estimate
is not subject to sampling error, it can be treated as a known wnstanL @x each State, CPS
population weights sum to a population estimate derived from nonsample (census and administrative
records) data.] Strictly, some sampling error is introduced by subtracting a sample estimate of
unrelated individuals under age 15 from the State population total to obtain the total used.
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We calculate standard errors for estimated poverty and FSP eligiiility counts and rates using

Equations (IV.1) and (lV.2). To calculate a standard error for a State FSP participation rate

estimate, we use the following expression:

(N-3) sr = T (i- i,
i

(1 _ii) n + $ 9

where sr is the standard error of the estimated participation rate, T is the unadjusted participation

count, i is the issuance error rate (the proportion of participants who are ineligible), G is the

estimated eligibility count, so is the standard error of G, and n is the sample size on which the

estimate of i is based. Although some States estimate i from a stratified sample of case files, we

assume that i is estimated from  a simple random sample of size n The first term under the radical

captures the contribution of sampling error in i to the standard error of the adjusted participation

count. Because we find that this  contribution is very small relative to the contriiution  of sampling

error in our FSP eligibility count estimate, we do

complex sampling schemes used by some States to

we derive so using the indirect method described

not take into account the effects of the more

estimate issuance error rates4 For this report,

earlier. Equation (IV.3) gives a Taylor series

approximation to the standard error of a ratio estimated from a sample drawn under a complex

design, such as the CPS design (Wolter, 1985).’ Exact expressions for standard errors of ratios

cannot generally be obtained. We also use Equation (IV.3) to calculate standard errors for regression

and shrinkage estimates of FSP participation rates, using regression and shrinkage estimates of G and

SG

4Also,  information on State sampling schemes is not readily available. PM supplied values of n
for all States.

5A participation rate is a ratio, the ratio of the number of participants to the number of eligibles.
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:,p B. THE REGRESSION METHOD

I

The  objective of the regression method is to smooth direct sample estimates and reduce sampling

variability. The following sections dexribe our estimation procedures for applying the regression

I
method and discuss issues that arise in obtaining regression estimates.

1. The  Regression Made1 and Estimator

The regression method is a model-based approach to small-area estimation. The general form

of the regresskm  model is:

(l-v-4) Y=XB+u

i For this study, Y, the criterion variable, is a (51 x 1) vector of State&we1 sample (CPS) estimates

measuring the incidence of poverty or FSP eligiiility.  X is a (51 x p) matrix containing data for each
.- .

State on a set of p - 1 symptomatic indicators.6 Bisa@ x 1)vectorofparameterstobe
J1

I
estimated.  u is a (51 x 1) vector of disturbances reflecting the inability of the symptomatic indicators

I to account for ah of the interstate variation in poverty or PSP eligibility and the fact that the sample

i estimates of poverty or PSP eligibility are subject to sampling error. We assume that the elements

1
of u have means equal to zero and the same (unknown) variance and that the elements of u are

Because our model fitting procedure will be guided by “t-statistics”

1

statistically independent.

indicating whether individual elements of B are signikantly Merent from zero and, therefore,

I
whether the corresponding symptomatic indicators are related to the incidence of powxty or FSP

tie of the p columns in X is for a constant term (intercept) taking a value of one for all States.
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e&iii&y,  we will also assume that the elements of u are normally distributed.’ The regression

method can be used to obtain small-area estimates without assuming normally distributed errors.*

The regression estimator is:

(Iv.5) E = XB.

f3 is our estimate of B. We obtain B by ordinary least squares (OLS).

2. Criterion Variables and Symptomatic Iudicators

Our criterion variables are direct sample estimates measuring the incidence of poverty and PSP

eligiiility at the State level. For both poverty and PSP eligibility, we consider two measures of

incidence. One measure is the State count, the number of individuals in poverty or the number of

individuals eligible for the FSP. The other measure is the State rate, the proportion of individuals

in the State who are in poverty or the proportion of individuals in the State who are eligible for the

FSP. Although we eventually want to obtain estimates of State counts, we estimate regression models

for State rates. The reasons for expressing criterion variables as rates rather than counts are

explained in section 4. We do not use the FSP participation rate as a criterion variable. Instead, we

derive regression estimates of FSP participation rates by dividing participation counts adjusted for

‘Because a State poverty count cannot be negative, the ranges of the elements of Y and, thus,
the elements of u are restricted Although a normal random variable is unbounded, we have no
reason to suppose that the distributions of the elements of u are not approximately normal.
Normality is a standard assumption.

*Although we assume normality so that we can identify a “best” regression model, the calculations
performed to obtain regression estimates from a given model are the same with or without the
normality assumption.
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issuance  errors by regre&on estimates of PSP eligiiihty cour~ts.~  The derivation of the sample

e&mates  of poverty and FSP eligiibiky  used as criterion variables was dexrii in Section A.

For this study, there are several necessaq or, at least, desirable properties fw estimates of a

symptomatic indicator. These proper&a in&de the availability of estimatea  for every State,  the

availability of estimates on an annual basis, and the availability of estimates soon after the m to

which the estimates pertain. We also argued in Chapter II that estimates of symptomatic indicators

should have little or no sampling variability. Symptomatic indicators should, of course, be associated

with the criterion variable under consideration.

Our preliminary list of potential symptomatic indicators satisfying these properties is as follows:

The proportion of individuals in the State receiving Aid to Families with
Dependent Children (AFDC)

The proportion of individuals in the State receking  Supplemental Security Income
@I)

State per capita total personal income

The State crime  rate (the number of violent and property crimea per 100,000
population)

Low birthweight births (less than 2,500 grams) as a proportion of all live births in
the State

A dummy variable equal to one if one percent or more of the State’s total personal
income is attributable to the oil and gas extraction industry

prhc purpose of the regression method is to smooth direct sample estimates and reduce sampling
variability. If we did not adjust participation counts for issuance errors, the only source of sampling
variability in a participation rate estimate  would be the eligiiility count estimate, which is the
denominator of the participation rate. (Our participation count from program operations data, which
is the numerator of the parkipakn  rate, is a population, not sample, &mate) Using regression
estimates of eligibility counts to obtain participation rate estimates would give smoothed participation
rateestimaux Theonlyadditionalsourceofsampliagvariabilitpthatarisesiathisstudyand~
to be smoothed is attriiutable  to our adjusting participation counts for issuance errors and to the
sampling variability in issuance error estimates. We do not believe, however, that interstate variations
in issuance error rates could be succu&@ modeled without a much greater knowledge of the causea
ofiruraacetnorsandtheavailabilityofawiderarrayofsymptomaticindicators,
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Sources for the estimates of these symptomatic indicators are given in Appendix B. The dummy

variable for oil and gas income was identified and added to the list of potential symptomatic indicators

oniy  after we had fit several preliminary regression models for poverty in 1988 and discovered a

strong pattern among the residuals.lo Alaska, Colorado, Louisiana, New Mexico, Oklahoma, and

Texas had consistently higher poverty rates than predicted on the basis of the other symptomatic

indicators.

3. The Model Fitting Procedure

For each of the three years (1986, 1987, and 1988) and each of the two criterion variables

(poverty rate and FSP eligiiihty  rate), we use a simple procedure adopted by Ericlmen  and Kadane

(1987) to select the “best” set of symptomatic indicators and the “best” regression modeL” The

procedure identifies the best one-variable model, the best two-variable model, the best three-variable

model, and so forth. The best three-variable model is the three-symptomatic-indicator model with

the highest R2 and with t-statistics greater than two for all three symptomatic indicators. R2 is the

coefficient of multiple determination. It lies between zero and one, inclusive, and gives the

proportion of the interstate variation in the criterion variable that is “explained” by the symptomatic

indicators. A t-statistic equals the estimated coefficient for a symptomatic indicator divided by the

coefficient’s estimated standard error. If the t-statistic is greater than two, we are 95 percent

confident that the coefficient is different from zero and that the symptomatic indicator is associated

with the criterion variable (the symptomatic indicator and its coefficient are “significant”). For this

study, we also explicitly added the condition that the sign of each significant coefficient “make sense.”

“A residual is the difference between the observed value of the criterion variable and the
re$cted  value of the criterion variable. In our notation, the vector of state residuals is given by Y

.

“This model fitting procedure  would not be appropriate if our objective were to test behavioral
hypotheses rather than to smooth direct sample estimates.
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We believe  that higher per capita income should be associated with lower poverty,  for example

Thus,  the coefficient on per capita income should he negative.

It, for example, we do not fmd a four-variable model with t-statistics greater than two for all four

symptomatic indicators, we select the beat overall regression model from among the best one-variable,

the beat two-variable, and the best three-variable models.12  To determine whether the best tbree-

variable model is better than the best two-variable model, we compare the explanatory power of the

modeh  to assess the gain from adding a third variable. We cannot rely on R2 for this comparison.

ItR*iSfCSt~OI1C,~asgmptwLaticindicatorwill~increaseR*,andourbestaverall

modelwouldalwaysbethethree-variabkmodeL  Whetherthegainfromaddingathirdvariableis

substantial is partly a subjective judgment, a judgment that may be made easier by considering

adjusted measures of R* that penal& the addition of variabks.U We return to this issue in

Chapter V, when we discuss our empirical results.

4. Specification of the Crited Variable

Our speciEcation  of the basic regression model assumes that the variance of the error term u is

the same for each State. However, a common problem is to find unequal error variances when the

units of observation in a regression-States,  in this study-have very different sizes. Although size can

‘qt~poJtible~afiour_variablemodelwithtstatistiQ~tbantwoforaU~~sgmptomatic
indkators to have a kmcr  R* than either the beat threGvarabk  model or another four-variabk
mod4withatkastonetstatidiclessthantwo.  Foreaseofqosition,weignorethiscase.
Regardkss,  we would  not regard such a model as the best overalL (For a four-variable model to have
a lower R2 than a themadbk  model, the four-variable model must have at least two symptomatic
indicators that do not appear in the three-variable model)

“Amemiya (1985) discues  tar0 adjusted measure of R2. One is R2 = 1 - [51/(51 - p)](l -

Rq. The other, which penalizes the addition of variables more heavily, is R2 = 1 - [(51 + p)/(51

- p)](l - R”,. p - 1 is the number  of symptomatic indicators.
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be measured in different ways, California is at least 60 times larger than Wyoming if size is measured

by population, the poverty count, or the FSP eligibility count’4

In preliminary regressions using the poverty count or the FSP eligiiility count as the criterion

variable, we found strong evidence of unequal error variances. This condition is called

“heteroskedasticity_“1s*16 The consequence of heteroskedasticity is that, using OLS, we cannot

assess the overall fit of the regression model or the significance of individual symptomatic indicators.

Thus, our model fitting procedure will fail. Our inability to assess the fit of the regression model and

to identify a “best” regression model also implies that we cannot calculate the shrinkage estimates

described in Section C.

Ericksen (1974) recommends specifying  the criterion variable as a rate rather than as a count-

the poverty rate rather than the poverty count, for example-as a way to equalize error variances

across States.l’ A State poverty rate or FSP eligibility rate is obtained by dividing the State poverty

count or FSP eligibility count by the State population. In our regressions using the poverty rate or

the FSP eligiiility rate as the criterion variable, we find no statistically significant evidence of

heteroskedasticity. Thus, unless otherwise noted, all regression results reported in this study pertain

14We expect the poverty count and the FSP eligibility count to be strongly positively correlated
with population. For 1988,  both estimated correlations based on direct sample estimates equal O.%.

“Our test for heteroskedasticity was proposed by Breusch and Pagan (1979). The basic idea of
their test in the context of this study is, roughly, that the residuals from an OLS regression should
not be significantly related to state population size or any other variable if there is no
heteroskedasticity. If, on the other hand, error variances  are larger in larger states, for example,
residuals should be larger in larger states. The Breusch-Pagan test is described in detail in Judge et
aL (1980).

‘6we estimated many different regression models in which the criterion variable was the poverty
count or FSP eligibility count. In each case, the hypothesis that error variances are equal across
states could be rejected at any conventional level of significance.

“Ericksen (1974) also notes that the distribution of rates is often more normal and less skewed
than the distribution of counts. That is true for this study.

I
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to models in which the poverty rate or the PSP eligibility rate is the criterion variable.18  Estimates

of counts are derived indirectly from regression estimates of rates by multiplying the rate estimates
i

by State population totals

5. Mamsrvlng  the Predsion  of Regression Estimates

The purpose of the regression method is to smooth direct sample estimates and obtain estimates

withlowersamplingvariability.  ReductionsiIlsamplitlgvatiabili~areevldencedbysmanerstandard

errors. Standard errors of regression estimates can be easily esti11~3ted.~~~

As we noted in Chapter II, the cost of obtaining lower sampling variability is bias. In contrast

to direct  sample estimates, regression estimates are biased. Thus, to compare the precision of direct

I
1 sample estimates and regression estimates, we prefer a measure of precision that accounts for not

- -_ only sampling error but also bias. One such measure is mean square error (MSE).

In applications where the objective is to estimate a single value, the MSE of an estimator is the

i bias squared plus the variance. The variance is the standard error squared. For this study, in which

‘8An alternative approach would have been to specify  the criterion variables as counts and to
estimate the regression models by generalized least squares (GLS) rather than OLS. GLS
accommodates heteroskeda&ity.  However, using GLS would have required our making assumptions
about how error variances vary among states and our spec@ing  the form of the heteroskedasticity.
Regression estimates may have been sensitive to the specification chosen, and a careful sensitivity
analysis would have been beyond the scope of this study. The GLS approach also would have
complicated the shrinkage estimator proposed  in Section C.

‘tie estimated variance-covariance matrix of the regression estimator is @&X)-‘Z,  where
e = [(Y - q’(Y - p)l/(Sl - p) is the sum of squared residuals divided by 51 - p. Standard
errors of the 51 state regression estimates are given by the square roots of the diagonal elements of
the (51 x 51) variancecavan ‘ance  matrix. Because the criterion variable in our regression is specified
as a rate, these standard errors pertain to regression estimates of rates. To obtain a standard error
for a count estimate, we multiply the standard error for the rate estimate by the State population
total

2oAs  noted earlier, we do not fit regression models with the FSP participation rate as the criterion
variable+ Our regression estimates  of FSP participation rates  are derived tiom our regression
estimates of FSP eligibihty  counts (which are obtained from regression eatimatea  of eligibility rates).
We calcuiatc  stanckd errors for our regression estimates of FSP participation rates using Equation
(IV3)ixdeionA.



m
r 51 estimates are required, the MSE is represented by a matrix21  Although we have derived an

analytical expression for the MSE matrix, the MSE matrix of the regression estimator is not estimable.

Moreover, it is not possible to determine whether the regression estimator is better (or worse) in

terms of MSE than the direct sample estimator.aB

C. SHRINKAGE MElTiODS

Our objective in applying shrinkage methods is to combine direct sample estimates and regression

estimates to exploit optimally the unbiasedness  of direct sample estimates and the lower sampling

variability of regression estimates. Shrinkage estimators can take many forms, including different

kinds of JamesStein  estimators, Bayes estimators, and Empirical Bayes estimators. For this study,

we choose a specification used for small-area estimation by Ericksen and Kadane (1985,1987).  The

Ericksen-Kadane estimator, originally developed by DuMouchel  and Harris (1983) based on

pioneering work by Lmdley  and Smith (1972), is a hierarchical Empirical Bayes estimator. Ericksen
P

and Kadane used this estimator to obtain estimates of population undercount in the 1980 census for

66 local areas constituting the entire United States.

21The  MSE matrix is (51 x 51). The 51 diagonai elements are the squared estimation errors for
the 51 States. Each off-diagonal element captures any tendency for the estimation errors in two
different States to be related. For example, a positive value for the (1,2) cell in the MSE matrix
indicates that, if the regression estimate for the first State is too high, the regression estimate for the
second State is also probably too high.

*Amemiya  (1985 defines “better” precisely.)

%omparing  two matrices--each with (512 =) 2,601 elements-is harder than comparing two single
numbers. Scalar (single-number) approximations are available for measuring the “size” of a matrix_
One is the matrix trace, which is the sum of the diagonal elements of the matrix Ericksen (1974)
finds, however, that estimates of this measure can be highly sensitive to underlying parameter
estimates and may not be reliable. Moreover, the estimates obtained cannot strictly be interpreted
to support an inference of how much better or worse the regression estimator is compared to the
direct sample estimator. For these reasons, we do not calculate approximate MSE estimates for the
regression estimator.

36



1. The shrinkage  Model and Estimator

Because Eri&sen and ICaclane  (1985,1987)  descrii their hierarchical Empiricai  Bayes  model

in detail and develop the intuition for tire Bayesian  tiamework,  we will only summarize tire  mod&s

basic features for this report. The fitst  level of the hierarchy is a probability  model describing the

sampling distribution of the direct sample estimator. The model specifies the means and standard

errors of the direct sample estimates  Because the direct sample estimator is unbiased, the means are

the true (unknown) values  measuring the incidence of poverty or PSP eiigMity.  ‘Ihe second Ievei

0fthehierarchyisaregressionmodeL  Inthisstudy,theregressionmodeIreIatespovertyorPSP

ehgibihty  to symptomatic indicators and captures  systematic factors associated with interstate

.
clE&mxs in poverty or PSP eiigiiility.

Our shrinkage estimator is:

(IV.6) d = (D + s-2P)-‘DY,

where d is a (51 x 1) vector of shrinkage estimates of poverty or PSP eligibility, and Y is a (51 x

1) vector of direct sample (CPS) estimates of poverty or FSP eligibility. D is a (51 x 51) diagonal

matrix with diagonal element (ii) equal to one divided by the variance (standard error squared) of

the direct sample estimate for State i P = I - x(xX)-‘X’  is a (51 x 51) matrix, where I is a (51

x 51) identity matrix (all diagonai  eiements  equal  one, and ah other elements equal zero) and X is

a(51xp)matrbrcontainingdata~eachStateonasetofp-lsymptamaticindEcatora  Thisis

theaameXmatrixusedbytheregrwsionmethod.  s~2=~,wberesaisaseaIarqresentingthe

.mterstatevariabilitpinpovertyorFsp~noterplsinedbgth+symptomaticindicatonr  TIllI&

s2rc&ctstheiackoffitoftheregre&onmodeL  Weestimates2bymaxi&ingtheMowing

likeiibood  function with respect to sz

(Iv.7) L = lWj++  jx’WXy-H exp[-RY’SY),
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r where W = (D-r + s21)-l  and S = W - WX(X’WX)-lx’W. ]W]’ is the determinant of the

matrix W raised to the one-half power (the square root of the determinant of W). exp[  ] is the

exponentiation operator (e = 2718231828.. raised to the power given by the number in brackets).

Although the analytical expression for our shrinkage estimator is complicated,  at least one

intuitively sensible implication can be seen easily. If our symptomatic indicators explain none of the

interstate variability in poverty or FSP eligibility, then se2P = 05r, where OS1 is a (51 X 51) matrix

of zeros. sD2P = O,, implies d = D”DY = Y. Thus, when the regression model has no explanatory

power, no weight is given to the regression estimates, and the shrinkage estimates equal the direct

sample estimates.

Because the criterion variables in our regression models are specified as rates rather than as

counts (for reasons given in Section B), our shrinkage estimator produces estimates of rates.

,-

Estimates of counts can be easily obtained from estimates of rates. We estimate a State poverty

count by multiplying the State’s estimated poverty rate by the State population.

2. Measuring the Precision of Shrinkage Estimates

The variance-covariance matrix of our shrinkage estimator is:

(IV.8) V = (D + s-~P)-‘,

where D, sm2, and P are as defined before.” Standard errors of the 51 State shrinkage estimates

are given by the square roots of the diagonal elements of V, a (51 x 51) matrixxs

2el’he  “final answer” from a Bayesian analysis is a dim&don  for the true values that we are trying
to estimate. The distribution is conditional on the observed data (sample estimates and symptomatic
indicators in this study). Our shrinkage estimator, d, is the mean of such a distribution, and V is the
variance-covariance matrix of the distriiution.  Given certain assumptions, which were made by
DuMouchel and Harris (1983) and Ericksen  and Kadane (1985) and which we also make, the
distribution is normaL  The distribution characterizes the uncertainty that remains after the observed
data are taken into account.

25These  standard errors pertain to estimates of poverty rates or FSP eligibility rates. To obtain
estimated standard errors for poverty counts or FSP eligibility counts, we multiply the rate standard
error for each State by the State’s total population.
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!@ Ifour shrinkage  estimator gives any weight to the regression estimates, the shrhkage  estimator

is biased. It would be desirable, therefore, to measure the precision of our shrinkage estimator

I using the MSE criterion. However, because an estimable analytical expression for the MSE matrix

1
of our shrinkage estimator is not available, we do not report  MSE estimates.

I

---i--
%ur shrinkage estimates of FSP participation rates are derived from our shrinkage estimates of

FSP eligibility counts. We calculate standard errors for our shrinkage estimates of FSP participation
rata using Equation (lV.3) in Section A



V. EMPIRICAL  RESULTS

3
1

I

i/n

This chapter presents results from our empirical application of the direzt  sample estimation

method, the regression method, and the chosen shrinkage method. We determine the poverty and

FSP eligibility statys  of individuak  in the CPS as descrii in Chapter III and use the estimation

procedures descrii in Chapter IV. We obtain direct sample, regwsion,  and shrinkage estimates

of poverty, FSP eligibibility,  and FSP participation. Section A presents our direct sample  &mates.

Section B descriks the results from our application of the qnzssion model fitting strategy discus&

inChapterIVandpresentsourregressionestima~  SectionCpresentsourshkkageestimate~

Our&i&age  e&imator  is the hiemrchical  Empirical Bayes  estimator de&bed inChqterIV.  Each

of these three sections discwes  our estimates of State poverty  counts,  poverty rates, eligibility counts,

eligiiility  rates, and participation rate8 and examine the precision of the estimates obtained. Section

D assews the three alternative estimators based on our empirical results. Our assessment focuses

on the similarities and differewes  in the distributions of States estimates, in the point estimates for

individual States, in the precision of estimates, and in the interval estimates (confidence intervals) for

individual States. We also assess the relative sensitivity of aitemative  estimates to model specification,

for example.

A. DIRECI’SAMPLEESTIMATES

This section presents our direct sample estima~ of State poverty countq  State FSP eligib%ty

counts, and State FSP participatiaa rates. It also presents our direct sample e&mates of State

poverty rates and State FSP eligib%ty  rates.

1. Direct Sampk Estimates at St&e  Poverty Coants

Table V-1  displays direct sample estimates of State poverty counts-the number of individuals in

poverty-for 1986, 1987, and 1988.  Table V.l also gives standard errors for the estimated counts.
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We derive the standard errors by multiplying the standard errors of estimated poverty rates by State

popuiation  totals.  States are grouped accofding  to the nine census divisions, ahhough  we do not

derive estimates for divisions. Each United States total is the sum of the 51 State counts.’

Because the poverty count is so strongly correlated with State population size, the implications

of estimated counts are difficult to assess. In most cases, one State has a higher poverty count than

another State because it has more residents. According to Table V.l, 31,745,OOO individuals were in

poverty in 1988 in the entire United States. Estimated State poverty counts for 1988 range from

43,000 individuals in Wyoming and Vermont, the smallest and third smallest States, to 3,687,OOO

individuals in California, the largest State. The median State poverty count estimate for 1988 is

457,000 individuals for Maryland.

Although it may be hard to compare estimated poverty counts for States of different sizes, it is

easy to see that many of the standard errors of the direct sample estimates are very large relative to

the estimated counts. In Table V.l, the standard error is more than ten percent of the estimated

1988 poverty count for 39 States. The standard error is more than 15 percent of the estimated count

for 20 States and more than 20 percent of the estimated count for 4 States. In one of those three

States, Connecticut, the standard error is about 30 percent of the direct sample estimate. Using the

ratio of the standard error to the estimated count as a standard of precision, we find that the direct

sample estimate for Texas is the most precise. For Texas, the standard error is about 5.9 percent as

large as the poverty count for 1988. The 95 percent confidence interval for Texas’ poverty count,

,-

‘After submission of the first draft of this report, the Census  Bureau published for the first time
ever CPS estimates of State poverty counts and poverty rates. The published estimates, pertaining
to the years 1980-1990, are direct sample estimates obtained from the March CPS. The direct sample
estimates contained in this report match those published for 1986 and 1988. This report’s estimates
for 1987 are based on a data file created under the Census Bureau’s former CPS data processing
system and do not agree exactly with the published figures, which are based on a file created under
the current processing system. The current processing system was implemented between  the March
1988 CPS and March 1989  CPS, although a March 1988  CPS file was later created under the new
processing system. The direct sample estimates published by the Census Bureau are accompanied
by the warnings that they “should be used with caution since relatively large standard errors are
associated with these data” and “we advise strongly against using these estimates to rank the States”
(U.S. Department of Commerce, 1991).
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hcnvcxer,  is still the second widest at nearly 690,000  persons?  We are 95 percent confident that

Texas’ 1988 poverty count was between 2,661,OOO and 3,351,OOO individuals. California has the widest

95 percent confidence interval  at over 1,000,000  persons. Using the direct sample estimation method,

we are 95 percent confident that California had between 3,l79,000 and 4,195,OOO  poor people in

1988

2 Direct  s8mple  Ekstbnam  of state  FSP Eligibmty CoImts

Table  V.2 displays direct  sample  dtnatea  of State Fsp eJi@%ili~  counts-the number of

1 individuals eligible for the BP-for 1986,19$7, and 1988. Table V2 also gives standard errors for

I
the estimated counts, which we obtain by multiplying the standard errors of estimated PSP eligiibili~

rates by State population totals. Each United States total is the sum of the 51 State counts, As
ti
i

noted  before,  each individual’s e@ibility  status is determined using the simulation procedure descrii

ip in Chapter III and Appendix A. The simulation procedure applies the FSP gross and net income and

I assez tests.

According to Table V.2,37,333,000  individuals were eligible for the PSP in 1988 in the entire

United States? Estimated State PSP eligibility counts range from 49,000 individuals in Wyoming,

the smallest State, to 4,09’7,000 individuals in California, the largest State. The median State PSP

eligibility count estimate for 1988 is 487,000 individuals for Colorado.

Aswiththepovertycouats,manyoftbestandarderrorsofthedirect~pleestimatesofFsp

eligibility wunts  are very large relative to the estimated counts. Par 35 Stateq  the standard error

exceeds ten percent of the estimated count for 1988. The standard error exceeds 15 percent of the

estimated count for 13 of those States.

i,P,

%he lower bound of a 95 percent confidence  interval is the point estimate (the estimated poverty
count) minus 1.96  times the standard error. The upper bound is the point estimate plus 1.96 times
the standmd  error.

f
~nationaltdab~1~and1~aresimilarto~estimatesreportedbyTrippe,Daple,and

Askr (1991). Trippe,  Doyle,  and Asher  (1991) did not derive an estimate for 1987.
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We should caution that, because we simulate FSP eligiiility status, our standard error estimates

may not be reliable. Within the scope of this study, we cannot judge the effects of the simulation

procedure on the precision of our estimates. Although the simulation procedure may smooth out

some sampling variability, the procedure may intxduce  nonsampling error. To calculate standard

errors of FSP eligibility estimates, we assume that the estimated eligibility counts (or rates) are direct

sample estimates obtained without simulation. It may be prudent to regard the standard errors on

FSP eligibility estimates as lower bounds on the true values.

3. Direct Sample Estimates of State FSP Participation Rates

Table V.3 displays direct sample estimates of State PSP participation rates-the percentage of

FSPeligiile  individuals receiving food stamps-for 1986, 1987, and 1988. Table V.3 also gives

standard errors for the estimated participation rates. Participation counts are adjusted for errors in

issuance. We derive the standard errors in Table V3 from the standard errors in Table V.2. To

calculate the standard errors for adjusted participation rates, we assume that the estimates of issuance

errors are obtained f&m simple random samples within each State. Chapter IV descriies our

procedure for estimating standard errors of participation rates.

According to Table V-3, the median FSP participation rate was 43.9 percent in 1986 and 1987

and 46.6 percent in 1988. The national participation rates implied by our State estimates were 47.1

percent, 47.0 percent, and 48.0 percent in 1986, 1987, and 1988, respectively.4>  Delaware and

4T’nppe, Doyle, and Asher (1991),  who do not adjust for errors in
participation rates of 48.8 percent and 493 percent for 1986 and 1988.
because we adjust each State participation count for errors in issuance.

issuance, report national
Our estimates are lower

‘We estimate participation rates using CPS rather than SlPP data because SIPP, which is not
designed for State estimation, provides small sample sizes and supports much less precise sample
estimates for some States and because SIPP uniquely identifies only 42 States. However, as we noted
earlier, we can more accurately determine PSP eligibility status using SIPP data. National
participation rates estimated using SIPP data are about 10 to 15 percentage points higher than
national participation rates estimated using CPS data (See, for example, Doyle (1990).)

r‘
Underreporting of income and other data limitations in the CPS explain the differences. The CPS
overstates eligibility counts (the denominators of participation rates) and, thus, understates

(continued...)
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Alaska had the lowest participation rates in 1986 at 28.7 percent Nevada had the lowest

partkipation  rate in 1987 at 22.0 pement,  and New Hampshire had the lowest participation rate in

1988 at 20.4 percent Pennsylvania, Michigan, and Wisconsin had the highest participation rates in

1986,1%‘7, and 1988 at 68.9 percent, 69.8 percent, and 76.5 percent, respectively. In each of the

three years, about one-third of the States had participation rates below 40 percent, about one-third

of the States had participation rates of at least 40 percent but below 50 percent, and about one-third

of the States bad participation rates of 50 percent or more. Table V.3 shows that participation rates

tended to be relatively high among States in the Middle Atlantic and East Noah Central census

divisions and relatively low among States in the Mountain and, at least in 1986, West North central

census divisions.

Table V3 shows that standard errors for direct sample estimates of participation rates are

extremely large. The median standard error is 5.0 percent for 1986,5.6  percent for 1987, and 5.7

percent for 1988. For 198& 22 State estimates have standard errors of at least four percent but less

than six percent. The 95 percent con&fence  interval for a State with a standard error of four percent

is about 16 percentage points wide, extending 8 percentage points in either direction from the point

estimate of the participation rate Only nine States have narrower cotidence intervals for 1988.

Twentg States have 95 percent confidence intervals  that are at least 24 percentage points wide. Using

the direct sample estimation me- we are able to state in the most extreme case only that we are

95 percent confident that Connecticut’s FSP participation rate was between 30.1 percent and 90.1

percem.  The most precise direct sample estimate is for Florida, for which  we are 95 percent

co&dent  that the State’s PSP participation rate was be-n 29.5 percent and 363 percent, a range

of nearly eight percentage pointa

participation raks. Although participation rates for individual States may be understated, an
important point is that the estimates reported in this study may accurately reflect the degree  of
interstate variation in participation rates and’tbe  relatiousbips between, for example, poverty and
participation  rates.

3
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P Some of the large fluctuations in participation rates between years may be partly explained by

sampling error rather than, for example, behavioral changes. According to the direct sample

estimates, Connecticut’s participation rate fell by 6 percentage points between 1986 and 1987 before

rising by about 17 percentage points between 1987 and 1988. Hawaii’s participation rate rose by over

4 percentage points before falling by over 10 percentage points. Even for conservative estimates of

year-to-year correlations between direct sample estimates, sampling errors are so great that it is not

possible to judge these substantiveiy  large changes as statistically significant 6

4. Direct Sample Edmates  of State Poverty Rates

Table V-4 displays direct sample estimates of State poverty rates-the percentage of individuals

in poverty-for 1986,1987,  and 1988. Table V.4 also gives standard errors for the estimated rates.

We present poverty rate estimates for two reasons. Fmt, rates ax easier to compare than counts

across States of unequal population sizes. Second; for technical reasons discus&  in Chapter IV, we

require direct sample estimates of rates for the regression and shrinkage methods

According to Table V.4, the median poverty rates in 1986, 1987, and 1988 were 12.9 percent,

12.6 percent, and 12.4 percent, respectively. The national poverty rates implied by our State

estimates were 13.6 percent, 13.5 percent, and 13.0 percent. New Hampshire had the lowest poverty

rate in 1986  at 3.7 percent and in 1987 at 3.4 percent. Connecticut had the lowest poverty rate in

1988 at 4.0 percent. Mississippi had the highest poverty rate in all three years The direct sample

estimates for Mississippi are 26.6 percent, 255 percent, and 272 percent In 1986, 8 States had

poverty rates below 10 percent, 30 States had poverty rates of at least 10 percent but less than 15

percent, 7 States had poverty rates of at least 15 percent but less than 20 percent, and 6 States had

poverty rates of 20 percent or higher. The 1987 and 1988 distriiutions  of poverty rates were similar,

but among States with poverty rates under 15 percent, more were under 10 percent in 1987 and 1988.

%ampie overlap due to the rotation group design of the CPS causes estimates for consecutive
years to be correlated.
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Table V.4 shows that poverty rates tended @be relatively low among States in the New England

census division and relative@ high among States in the East South Central and West South central

census  divisions.

According to Table V.4, standard errots for direct sample estimates of State poverty rates are

large. Themedianstandarderrorineachyearis1.7percent.  For19SS,therewere9Stateswith

standard errors under 1 percent, 3 States with standard errors of at least 1 percent but less than 1.5

percent, 28 States with standard errors of at least 15 percent but less than 2 percent, and 11 States

with standard errors of 2 percent or more. The  95 percent con6dence  interval for a State with a

standard error of 1.5 percent is about six percentage points wide, extending three percentage points

in either direction from the point estimate of the poverty rate. The 95 percent confidence interval

for a State with a standard error of two percent is about eight percentage points wide,  extending four

percentage points in either direction from the point estimate of the poverty rate For 1988, there

are 11 States with 95 percent confidence intervals that wide or wider. All but 12 States have 95

percent confidence intervals that are at least six percentage points wide Using the direct sample

estimation  method, we are, iix example, 95 percent  conEdent  that Nebraska’s ~ovxty rate was

between 62 percent and 14.4 percent and that Mississippi’s poverty rate was between  22.5 percent

and 31.9 percent.

Substantial sampling  variability may explain some of the large year-to-year changes in poverty

rates implied by the direct sample estimates.’ For example, Montana’s poverty rate rose by nearly

two percentage points between 19% and 1987 and fell  by ahnost  four percentage poink between

1987 and X88. New Mexico’s poverty rate fell  by somewhat under two percentage poink and then

‘Some c&mated  fluctuations  may be attributable to -pw =, specifically  to changw
inCensusBureaupmwxkeaforprocessingCPSdata.  Theseprocedureawereimplementedbetween
theMarch1~cpSandtheMarch1~cpSand~~~~~~nmbt~1987andl~
estimates. Based on comparisons of national estimates, it is likely  that the data process@ changea
causeane!stimatedmcrease in~~tobesmalleroran~~~~inpovertytobeiarger
than it otherwise would have been, especiahy  for a State with a large black popuiatior~
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P 5. Direct Sample Estimates of State FSP E&ibility Rates

Table V.5 displays direct sample estimates of State FSP eligibility rates--the percentage of

individuals eligible for the FSP--for 1986,1987,  and 1988. Table V.5 also gives standard errors for

the estimated rates.

According to Table V.5, the median PSP eligiiility rates in 1986, 1987, and 1988 were 15.8

percent, 15.0 percent, and 14.3 percent, respectively. New Hampshire had the lowest FSP ehgiiili~

rate in both 1986 and 1987 at 4.9 percent and 5.8 percent, respectively. Connezticut  had the lowest

FSP ehgiiity  rate in 1988 at 5.6 percent. Mississippi had the highest PSP eligibility rate in ah three

years. The direct sample estimates for Mississippi are 34.1 percent, 31.9 percent, and 31.0 percent.

In 1986,3  States had FSP eligibility rates below 10 percent, 16 Stat& had FSP eligibility rates of at

least 10 percent but less than 15 percent, 22 States had PSP eligibility rates of at least 15 percent but

less than 20 percent, and 10 States had FSP eligibility rates of 20 percent or higher. In 1987,4  States

had PSP eligibility rates below 10 percent, 21 States had PSP eligibility rates of at least 10 percent

but less than 15 percent, 15 States had FSP eligibility rates of at least 15 percent but less than 20

percent, and 11 States had F’SP eligibility rates of 20 percent or higher. In 1988,4  States had FSP

eligibility rates below 10 percent, 27 States had PSP eligibility rates of at least 10 percent but less

than 15 percent, 11 States had FSP eligibility rates of at least 15 percent but less than 20 percent,

and 9 States had FSP eligibility rates of 20 percent or higher. Although gains of States by the lowest

category and losses of States from the highest category were small, the distribution of State PSP

eligiiility rates shifted downward within the 10 percent to 20 percent range during the three years.

There were 38 States within this range in both 1986 and 1988, yet 27 of the 38 in 1988 had rates

below 15 percent, while only 16 of the 38 in 1986 had rates below 15 percent. Table V.5 reveals

differences among not only years but also areas. PSP eligibility rates tended to be relatively low

among States in the New England census division and relatively high--generally over 20 percent--

0 . among States in the East South Central and West South Central census divisions.
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According to Table V.5,  standard errors  bar direct  sample estimates of StateFSP  eligiiility rates

are large l%e median standard error Ear 1986 and 1988 is about 1.9 percent, while the me&an

standard error for 1987 is about 1.8 percent. For 1988, the estimated standard errors are 2 percent

or higher for 20 States and 15 percent or higher for 39 States. For only 12 States does  the 95

percent conl5dence  interval  extends less than about three  percentage points iu either direction from

our direct sample estimate of the FSP eligibility rate.

6. Standard  Errors of Dhect  Simple  Estimates of State Poverty Counts and State FSP
Eligibility Counts

Table V_6 displays alternative standard errors for direct sample estimates of State poverty counts.

Wehaveehmatedstandarderrorsbytwometh~both desc&edinChapterIV.  The”dhH

method uses the Census Bureau’s generalized variance function for the standard error of a count,
_~

The YndirecC  method calculates the count standard error for a State by multiplying the rate standard

error for the State by the State’s total population. The rate standard error is estimated using the

Census Bureau’s generalized variance function for the standard error of a rate. The indirect method

standard errors in Table V.6 are also displayed in Table V.l.

For comparing the precision of e&mates from alternative methods, we must rely on indirezt

method standard errors. However, these standard errors may overstate the precision of the direct

sample estimates.  Thus, in this section, we wmpare  the indirect method  standard errors with the

higher direct method standard error

I-f ‘ax2 + f =bx = f &GTj- ,
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/1 standard errors range from about 86 percent of the direct method standard errors to about 98 percent

of the direct method standard errors across the 51 States. The indirect method standard error is

where x is the State count (poverty or PSP ehgiiili~). Using the indirect method, we derive x by
multiplying the State rate, p, by the State population, P. The%  as noted in Chapter IV, the indirect
method standard error is the product of P and the standard error of p. Ifp is written as a proportion
rather than as a percentage, this product is:

The ratio of the direct method standard error to the indirect method standard error is, after canceling
the f factors:

which,  because  b is positive, is greater than one if:

ax+b>b-b:.
P

‘1
This inequality is satisfied if:

ox > -b?
P

or, after canceling the x’s, rearranging the remaining terms, and reversing the inequality because a
is negative, if:

P < 2.
a

In other words, the indirect method standard error is smaller than the dire& method standard error
if the State population is less than -b/a For 19861988, the smallest of the three values for -b/a,
which is the same for all States, is over 180 million, which substantially exceeds the population of any
State, thus proving the statement in the text
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.J1 about 93 percent to 94 percent of the direct method standard error in the median State. For 1988,

the indirect method standard error fell short of the direct method standard error by more than ten

percent for only four States. (For both 1986 and 19S7, dBerences  of such magnitude are obtained

for six States.) The largeat  differences  between the direct and indirect method standard error

estimates pertain to States with the highest poverty rates.

Table V.7 displays alternative standard errors for direct sample estimates of State FSP eligMity

counk We use the direct and indirect methods descriibed  earlier to estimate standard errors. The

indirect method standard errors in Table V.7 are also displayed in Table V-2.

The indirect method standard errors in Table V.7 are smaller than the direct method standard

errors, as expected Across the 51 States, the indirect method standard errors range from about 83

percent of the directmethod  standard errors in 1983 and 19S8 (81. percent in 19%) to about 97

percent of the direct method standard errors in 1987 and 1988 (98 percent in 1986). The indirect

method standard error is about 92 percent to 93 percent of the direct method standard error in the

median  state.

As noted earlier, Tables V.l, V.2, and V.3 display standard errors obtained using the indirect

method_ Although indirect method standard errors may slightly overstate the precision of our

estimates of poverty, PSP eligibility, and FSP participation, such standard errors facilitate comparisons

amoug  the direct sample estimates, the regression estimates, and the shrinkage estimates, and

comparing estimates is the principal objective of this study. For reasons given in Chapter IV, we

specifyourregnssionand~~~intermsofpoverty~~orFsPeligibilitgratea

Th~~wemustusethein~~tocalculatestaadarderronfor~povertyco~~and

PSP eligiiility  counts impkd by our regression  and shkkage estimates of poverty rates and FSP

eligib9ity  rates. To obtain comparable standard errors for our direct sample estimates, we use the

indkt method. Our cox&skms about the relative precision of direct  sample estimates are not

.
udhxmed  by our choice of the indirect method because the standard errors of the regression and
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shrinkage estimates are substantially smaller than the standard errors of the direct sample estimates

using either method

B. REGRESSION RESULTS

This section descrii  our empirical results obtained  with the regression method. In Chapter IV,

we outlined our model fitting strategy, a strategy for selecting the “best”  regression model. Section

1 descrii the results from our application of that strategy. Section 2 presents our regression

estimates for poverty, FSP eligibility, and FSP participation.

1. Selecting the Best Regression Models

As noted in Chapter IV, our criterion variables in the regression models are direct sample

estimates of poverty rates or FSP eligiiility rates. Our symptomatic indicators are:

. AFDC-the proportion of individuals in the State receiving Aid to Families with
Dependent Children

l SSI-the proportion of individuals in the State receiving Supplemental Security
Income

l INCOh4EState  per capita total personal income (in millions of dollars per person)

l CRIME--the State crime rate (the number of violent and property crimes per
100,000 population)

0 LOWBIRTH-low birthweight births (less than 2,500 grams) as a proportion of all
live births in the State

l OILGAS-a  dummy variable equal to one if one percent or more of the State’s
total personal income is attributable to the oil and gas extraction industry

l UNEWENG-a dummy variable equal to one if the State is an upper New England
State (the New England census division minus Connecticut)

These symptomatic indicators are descriibed  in greater detail in Appendix B.

We are reluctant to include dummy variables for geographic areas, such as UNEWENG, in our

regression models because such variables leave unexplairied the underlying socioeconomic conditions
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associated with the differential incidence of poyerty  or FSP eligibility. Nevertheless, our preliminary

analyss uncovered a strong, persistent upper New England effect. We discovered no other such

effects using dummy variables for other geographic areas.

Our model fitting procedure selects the best one-variable model, the best two-variable model,

thebest thresvariable  model, and so forth. ‘Ihe best threevariable  model, for example, is the three-

symptomatic-indicator model with the highest R2 and with t-statistics greater than two fix all three

symptomatic indicators9 From among the best e we select  the thrwvariable w f6r

example, a8 the best overall  if the mod& with four or more variables do not account for a

substantially greater proportion of the interstate variability in poverty or FSP eligibility. Reviewing

the results from previous studies using the regression method, Ericksen  and Kadane  (1985) noted that

the most accurate estimates are generally-obtained using from- two to~five -symptomatic indicators.

Our model fitting procedure produces consistent results across the six combinations defined by

the two criterion variables (poverty rate and FSP eligibility rate) and three years (1986, 1987, and

MB).  For five combinations, SSI is the symptomatic indicator in the best one-variable model. The

exception, the best poverty rate model for 1986, has INCOME rather than SSI as the symptomatic

indicator. R2 is usually about 0.53 for the best one-variable models. The best two-variable models,

with R2 equal to ahout a74, explain just over 20 percent  more of the variation in the criterion

variables than the best one-variable models. For all six combinations, SSI and INCOME are the

symptomatic indicators in the best two-variable models. SSI, INCOME, and UNEWENG are the

symptomatic indicators in the best three-variable models for four of the six combinations. SSI,

INCOME, and OILGAS are the symptomatic indicaton  in the best three-variable poverty and FSP

eligibility rate models fm 1988. R2 is usually somewhat over 0.81 for each of the best three-variable

models. Although SSI, INCOME, OILGAS,  and CFUME  are the Jynptomatic  indicators in the best

four-variable poverty rate model for 1988,  UNEWENG replaces CRIME in the best four-variable



P 1986 and 1987 poverty rate models and 1986, 1987, and 1988 eligibility rate models. The typical R2

in the best four-variable models is 0.84. The five-variable models with the highest R2 values generally

explain just under 85 percent of the variability in poverty rates or FSP eligibility rates. None of the

six five-variable models with the highest values for R2 has t-statistics greater than two for all five

symptomatic  indi~to~*ol”

Our objective is to identify six best  regression models, a best model for each of the two criterion

variables (poverty and FSP eligibility) in each of three years (1986,1987,  and 1988). The gain in

explanatory power from adding a second variable to a one-variable model and from adding a third

variable to a two-variable model is always substantial according to the R2 values obtaine&  The gain

from adding a fourth variable to a three-variable model, although much smaller, is always sufficiently

large to justify selecting a four-variable model over a three-variable model.12  However, as noted

earlier, the gain from adding a fifth variable to a four-variable model is negligible-l3  Moreover, all

/I, of the five-variable models with the highest R2 values have at least one symptomatic variable that is

not significant. Thus, all six of our overall best regression models have four symptomatic indicators.
.:.L,

SSL INCOME, UNEWENG, and OILGAS are the symptomatic indicators in fke of the six models.

‘“SSI INCOME UNEWENG, OILGAS,  and AFDC are the symptomatic indicators in the
poverty rate models ior 1986 and 1987 with the highest R2 value.s.  LOWBIRTH replaces AFDC in
the FSP eligibility rate models for 1986 and 1987 with the highest R2 values. SSI, INCOME,
UNEWENG, OILGAS, and CRIME are the syntttomatic  indicators in the poverty rate and FSP
eligiiility  rate models for 19% with the highest R values.

‘l0f all the possible five-variable models, only one has t-statistics greater than two for all five
symptomatic indicators_ That model, the 1986 poverty rate model with AFDC, LOWBIRTH,
INCOME, OILGAS, and UNEWENG, has an R2 equal to 0.77.

There  is a gain -m explanatory power even according to measures that penalize  the addition of
variables. For all six combinations, both R2 and R2, defined  in Chapter IV, are greater for the best
four-variable model than for the best three-variable modeL

t3For  the 1986 and 1987 FSP eligibility rate models, both E2 and R2 are slightly smaller for the
five-variable models than for the four-variable models. For the 1986 and 1987 poverty rate models, R2
is sligh

$Both g
smaller for the five-variable model, while R2 is slightly larger for the five-variable modeL

and
for 1988.

R2 are slightly larger for the five-variable poverty rate and FSP eligibility rate models
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The best 1988 pwerty  rate model includes CRIME rather than UNEWENG~4  &imated

coefficients for these overall best regression models are presented in Appendix C

2 Regression Estimates

The following subsections present our regression estimates of State poverty rates, State FSP

eligiiility  rates, State poverty counts, State PSP eiigiiility  counts, and State FSP participation rates.

Subsection f rissesses the sensitivity of our regression estimates to model specEcation.

a. R-E Ratimates of State Peverty  Raw

Table Vg displays regression estimates of State poverty rates for 19S6,19g7,  and 1988 Table

VS also gives standard errors for the estimated rates.

According to Table V.8, the median poverty rates in 1986,1987,  and 1983 were 13.0 percent,

13 percent,  and 11-g percent, res*ly.  The median rate for 1988 was 124 percent according

to the direct sample estimation method. For 1986 and 1987,  the methods yield median estimates that

agree closely. The national poverty rates implied by our regression estimates for States were 13.8

percent, 13.6 percenf and 13.0 percent. The national poverty rates implied by our direct sample

estimates were very similar at 13.6 percent, 13.5 percent, and 13.0 percent. Although the distributions

of poverty rates implied by the regression and direct sample estimation methods are similar, fewer

States had poverty rates under 10 percent in 19g7 and 1988 according to the regression method, and

more had poverty rates between 10 and 15 VL Regression estimates imply the same geographic

patternasdirectsample&irnatek  Povertyrate8tendedtoherelativelyluwamongStatesintheNew

~~division~~~highamong~inthe~tSouthCentralandWestSouth

cultralcenalmdiviaiorEL

“‘We suspect that the variable AFDC does not enter any of the beat regression models because
the pattern of substantial variations among States in AFDC Program eligiiility  standards and benefits
weakens the association between the incidence of AFDC  receipt and the incidence of poverty or FSP
ehgiity. In particular, several very high poverty rate States have relativeiy  low AFDC benefits.



According to Table V.8 (and Table V.4), the standard errors for our regression estimates are

substantially smaller than the standard errors for the direct sample estimates. For 1988, the

regression standard errors are less than one percent for 49 States, while the direct sample standard

errors are less than one percent for just 9 States. For each year, the median standard error of

regression estimates is 0.5 percent, 1.2 Percentage points below the median standard error of direct

sample estimates. The 95 Percent confidence  interval for the median State is nearly 5 percentage

points  narrowcr-20 percentage points wide compared with 6.7 percentage points wide-using the

regression estimator instead of the direct sample estimator. The widest 95 percent confidence

interval for a 1988 regression estimate is 3.9 percentage points wide (for Mississippi and the District

of Columbia). Only ten States have 95 percent confidence intervals that are this narrow or narrower

for 1988 direct sample estimates.

b. Regression Estimates of State FSP Eligibility Rates

Table V.9 displays regression estimates of State FSP eligibility rates for 1986, 1987, and 1988.

Table V-9 also gives standard errors for the estimated rates.

According to Table V.9, the median FSP eligiiility  rates in 1986, 1987, and 1988 were 15.7

percent, 14.9 percent, and 13.9 percent, respectively. These values are 0.1, 0.1, and 0.4 percentage

points lower than the direct sample estimates. For ah three years, the regression and direct sample

estimates imply similar distributions of eligiiihty  rates across broad rate categories (less than 10

percent, 10 percent to 15 percent, and so forth) and across census divisions.

According to Table V.9 (and Table VS), the standard errors for our regression estimates of State

FSP eligibility rates are substantially smaller than the standard errors for our direct sample estimates.

For 1988, the regression standard errors are less than one percent for 42 States, while the direct

sample standard errors are less than one percent for just 3 States. For each year, the median

standard error of regression estimates is 0.6 percent, 1.3 percentage points below the median standard

error of direct sample estimates. The 95 percent confidence interval for the median State is 5
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J ’ percentage points narrower--24 percentage points wide compared with 7.4 percentage points wide-

using the regression estimator instead of the direct sample estimator.

c Regression Estimates  of State Poverty Counts

Table V.10 displays regression &inn&s of State poverty counts for 1986,1987,  and 1988 Table

V-10 also gives standard errors  fbr the estimated counta We derive the star&ad erms by

multiplying the standard errors of estimated poverty rates by State population totals.

The regression eslimates  of State poverty counts imply that 31,751,ooO  MividuA were in

poverty in 19&B in the entire United States-6,OOO  more impoverished individuals than implied by the

direct sample estimates. Regression estimates of State poverty counts range from 47,090 individuals

in Alaska to 4,111,OOO  individuals in California. This range is about 12 percent wider than the range

of direct sample estimates. ---The differences  between United States totals from the regression and

direct sample estimation methods are larger for 1986 and 1987 than for 1988 for which the difference

is less than 0.1 percent. The regression method gives a 1.4 percent higher figure for 1986 and a 0.3

percent higher figure for 1987.

The standard  errors  of our regression estimates ofpoverQ  counts are substantially smaller than

the standard errors of our direct sample estimates, With the direct sample estimation method, the

standard  error is more than 10 percent of the estimated 1988 poverty count for 39 States. With the

regression method,  the standard error is more than 10 percent of the estimated 1988 axant  for just

three States. For the median State, the standard error of the regression estimate is 4.1 percent of

the estimated 1988 count, while the standard error of the direct sample estimate is 14.2 percent of

the estimated count. Using the regression method instead of the direct sample estimation method,

we are able to narrow the widest 95 percent confidence interval--for California-from over l,OOO,OOO

persons to about 655,000 persoas Based on our regression estimates, we are 95 percent wn6dent

that California bad be&veer3 3,784,00 and 4,439,OOO  poor people in 1988.
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d. Regression Estimates of State FSP Eligibility Counts

Table V. 11 displays regression estimates of State FSP eligiiility counts for 1986,1987,  and 1988.

Table V.ll also gives standard errors for the estimated counts, which we obtain by multiplying the

standard errors of estimated eligiiility rates by State population totals.

According to Table V.11,37,692,000  individuals were ehgiile for the FSP in 1988 for the entire

United States-359,000 (one Percent) more eligiile individuals than implied by the direct sample

estimates. For 19% and 1987, the regression estimates show 29 percent and 1.4 percent more

eligible individuals in the United States than do the direct sample estimates. Regression estimates

of State-FSP eligibility counts for 1988 range from 58,000 individuals in New Hampshire to 4,841,OOO

individuals in California. This  range is about 18 percent wider than the range of direct sample

estimates.

As with poverty counts, the standard errors of our regression estimates of FSP eligibility counts

are substantially smaller than the standard errors of our direct sample estimates. With the direct

sample estimation method, the standard error is more than 10 percent of the estimated 1988 eligiiility

count for 35 States. With the regression method, the standard error is more than 10 percent of the

estimated 1988 count for just three States. For the median State, the standard error of the regression

estimate is 3.9 percent of the estimated 1988 count.

e. Regression Estimates of State FSP Participation Rates

Table V.12 displays regression estimates of State FSP participation rates for 1986, 1987, and

1988. Table V-12 also gives standard errors for the estimated participation rates. Participation counts

are adjusted for errors in issuance. Our method for estimating participation rate standard errors is

descrii in Chapter IV.

According to Table V.12, the median FSP participation  rate was 433 percent in 1986, 44.4

percent in 1987, and 45.5 percent in 1988. These regression estimates are 0.6 and 1.1 percentage

points lower than the direct sample estimates for 1986 and 1988 and 0.5 percentage points higher
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than the direct sample estimate for 1987. The national participation rates implied by our regression

estimates for States were 45.8 percent, 46.4 percent, and 47.5 percent in 1986, 1987, and 1988,

respectively. These estimates are 13, 0.6, and O.!?  percentage points  lower than the national

participation rates calculated from our direct sample estimates for States. The regression and direct

sample estimation methods imply similar distributions of participation rates acmas  broad categories

of rateb Table V.12 shows that participation rates tended to be relatively high among States in the

Middle Atlantic census division and among some States in the East North Central census division and

relatively low among States in the South Atlantic and Mountain census divisions. Participation rates

were somewhat higher among States in the South Atlantic census division according to the direct

sample estimates.

The standard errors of our regression estimates ofState  PSP participation rates are substantially

smaller than the standard errors of our direct sample estimates. FOF 1988, the smallest direct sample

standard error is 2.0 percent There are 28 States with regression standard errors under 20 percent

The median standard error of our regression estimates is 1.5 percent for 1986,1.6  percent for 1987,

and 1.8 percent for 1988, or about 3.5 to 4.0 percentage points  lowez  than the median standard error

of our direct  sample estimates. For 1986, the 9s pement  conlidence  interval for the median State

is only 6 percentage points  wide compared with 20 percentage points wide with the direct sample

estimator.

t The Sensitivity of Regression Estimates to Model Specification

Our empirical resulk  show that the standard errors of our regression estimates are substantially

smaller than the standard errors of our direct sample estimates. Despite this apparent dominance

of the regression method,  a potentially serious limitation is that similar regression models could

produce very diEerent  resulta.
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best model. Although the model fitting procedure performed well in this study and for Ericloxxt and

Kadane (1987), another fitting procedure that is equally reasonable might select one of these rejected

models as the best. Thus, it is desirable that the best model identified by our procedure and a

“nearly-the-best” model yield similar results. A complete sensitivity analysis is beyond the scope of

this study. However, we compare the estimates obtained from the best poverty rate model for 1988

with the estimates obtained from a close competitor.

The best poverty rate model for 1988 has SSI, INCOME, OILGAS,  and CRIME as symptomatic

indicators. R2 is slightly over 0.85. The next-best poverty rate model for 1988 has the same

symptomatic indicators, except UNEWENG replaces CRIME The t-statistics on all four symptomatic

indicators exceed two, and R2 is slightly under 0.85.”

Table V.13 displays regression estimates of State poverty rates for 1988 obtained from the best

and next-best regression models. Table V-13 also gives standard errors for the estimated poverty

rates.

According to Table V.13, the best regression model gives the higher poverty rate estimate for

19 States. The poverty rate estimates are equal for three States. The median percentage point

difference (in absolute value) between estimates for the same State is 0.5. The percentage point

difference is at least 1.0 (in absolute value) for 11 States. The median value for the difference

between the two estimates expressed as a percentage of the estimate from the best model is 4.3

percent The difference between estimates is greater than ten percent of the estimate horn the best

model for eight States.

One way to judge the similarity of not only the point estimates but also their standard errors is i

to examine interval estimates. For each State, we can calculate the 95 percent confidence interval

implied by each model and determine the extent to which the confidence intervals overlap. The more

“The  model with SSI, INCOME, OILGAS,  and LOWBIRTH  also has an R2 value slightly under
0.85 and just below the R2 value for the model with UNEWENG. We consider the model with
UNEWENG because it is the best poverty rate model for 1986 and 1987 and the best FSP eligiiility
rate model for all three years.
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similar are the estimates and standard errors, the greater is the overlap for a State. To measure the

extent of overIap,  we can express the length of the segment that is common to the two conkknce

intervals as a percentage of the length of the longer of the two confidence intervals.

.I

The estimates in Table V.13 imply that, in the median State, the overlapping segment of the two

cor16dence  inten& is 72 percent of the longer confidence  inten& Thus, 28 percent of the longer

confidence interval lies outside the other confidence interval in the typical State. The percentage

overlap is less than 50 in 11 States and greater than 80 in just 16 States. For Rhode Island-the State

with the smallest percentage overlap-we are 95 percent confident on the basis of the best regression

model that the State’s 1988 poverty rate was between 112 percent and 124 percent Using the next-

best regression modeb  we are 95 percent confident that Rhode Island%  1988 poverty rate was

between 86 percent and 11.8 percent For Rhode Island, the substantial nonoverlap is caused partly

by one confidence interval being much longer than the other. For Virginia, the two regression

models give 1988 poverty rate estimates of equaI precision and conkience intervak  of equaI  Iength.

However, there is little-only about 50 percent--overIap  between the confidence intervals. Using the

best regression model, we are 95 percent confident that Virginia’s 1988 poverty rate was between 9.2

percent and 10.8 percent. Using the next-best regression model, we are 95 percent confident that

Virginia’s 1988 poverty rate was between 10.0 percent and 11.6 percent. It seems that regression

estimates may be fairly sensitive to model specification. Such sensitivity along with bias are serious

limitah

C  SHRINKAGEESTIMATES

The  fiAbvhlg sections  present our kahkage  cstilnab of state poverty rate& state FSP

eligibility raa State poverty anm& State FSP etigii counts,  and State FSP participation raW5.

Section 6 assesses the set&iv@  of shrinkage estimates to model specification and errors in standard

error &mates.
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1. Shrinkage Estimates of State Poverty Rates

Table V-14 displays shrinkage estimates of State poverty rates for 1986, 1987, and 1988. Table

V-14 also gives standard errors for the estimated rates. We obtain these estimates and the other

estimates reported in this section using the hierarchical Empirical Bayes estimator descrii in

Chapter TV. With this estimator, we calculate a weighted average of the direct sample estimates from

Section A and the regression estimates from Section B.

According to Table V.14, the median poverty rates in 1986,1987,  and 1988 were 128 percent,

128 percent, and 11.8 percent, respectively. The median rate for 1988 was 124 percent according

to the direct sample estimation method. The shrinkage and direct sample &imation methods yield

similar median estimates for 1986 and 1987, while the shrinkage  and regression methods yield similar

median estimates for all three years. The national poverty rates implied by our shrinkage estimates

for States were 13.6 percent, 13.5 percent, and 13.0 percent. The distributions of poverty rates

implied by the three estimation methods are sinmar,  but more States with poverty rates under 15

percent had poverty rates under 10 percent in 1987 and 1988 according to the direct sample

estimation method. All three estimators imply the same geographic pattern of poverty rates. Poverty

rates tended to be relatively low among States in the New England census division and relatively high

among States in the East South Central and West South Central census divisions.

According to Table V.14, the standard errors of our shrinkage estimates of State poverty rates

are smaller than the standard errors of our direct sample estimates and larger than the standard errors

of our regression estimates. For 1988, shrinkage standard errors are under one percent for 27 States,

while the direct sample standard errors are under one percent for 9 States and the regression

standard errors are under one percent for 49 States. Shrinkage and regression standard errors are

under 1.5 percent for all 51 States, while direct sample standard errors are under 1.5 percent for only

12 States. The median shrinkage standard error for 1988 is 0.9 percent, 0.8 percentage points below

the median direct sample standard error and 0.4 percentage points above the median regression
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standard error. The 95 percent confidence interval for the median State is 35 percentage points wide

compared with 6.7 percentage points wide with the direct sample estimator and 20 percentage points

wide with the regression estimator.

2 SMnkage  Estimates of State PSP Eligibility Rates

Table V.15 displays shrinkage estimates of State FSP eligiiility  rates for 1986,1987, and 1988.

Table V.15 also gives standard errors for the estimated rates.

Aaxxding  to Table V.15, the median FSP eligiity rates in 1986,1987,  and 1988 were 153

percent, 14.8 percent, and 13.7 percent, re~~peclively. These  values are 0.5,02, and 0.6 percentage

points lower than the direct sample estimates and 0.4,0-l,  and 0.2 percentage points lower than the

regression estimates. For each year, the three methods yield similar distributions of eligibility rates

across broad rate categories and across census divisions.

,-

According to Table V.15, the standard errors of our shrinkage estimates of State FSP eligibility

rates are smaller than the standard errors of our direct sample estimates and larger than the standard

errors of our regression estimates. Although direct sample standard errors are under 1.5 percent for

only 12 States, shrinkage standard errors are under 1.5 percent for 49 States, and regression standard

errors are under 1.5 percent  for ah 51 States. For each year, the median shrinkage standard error

is about 1.2 percent, 0.7 percentage points below the median direct sample standard error and 06

percentage points above the median regression standard error. The 95 percent coniiden~  interval

for the me&n State is 4.7 percentage points wide compared with 7.4 percentage points wide with

the direct sample  e&imator  and 24 percentage poixlk wide with the regression edmator.

3. Stuinkqe  Estimates of State Poverty Counts

Table V.16 displays shrinkage estimates of State poverty counts  for 19S6,1987, and 19%.  Table

V.16 also gives standard errors for the estimated counts.  We obtain the standard errors by

multiplying the standard errors of estimated poverty rates by State population totals.
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The shrinkage estimates of State poverty counts imply that 31,566,OOO  individuals were in poverty

in 1988 for the entire United States--179,000 (0.6 percent) fewer poor people than implied by the

direct sample estimates and 185,000 fewer poor people than implied by the regression estimates.

Shrinkage estimates of State poverty counts range from 49,000 individuals in Alaska to 3,841,OOO

individuals in California This range is about four percent wider than the range of direct  sample

estimates. The range of regression estimates is about 12 percent wider than the range of direct

sample estimates. The differences between United States totals from the shrinkage and direct  sample

estimation methods are even smaller for 1986 and 1987. The shrinkage method yields a 0.1 percent

lower figure for 1986 and a 0.3 percent lower figure for 1987. Compared with the United States total

from the direct sample estimation method, the regression method yields a 1.4 percent higher figure

for 1986 and a 0.3 percent higher figure for 1987. The 1988 difference is less than 0.1 percent.

The standard errors of our shrinkage estimates of poverty counts are substantially smaller than

.n the standard errors of our direct sample estimateA  but somewhat larger than the standard errors of

our regression estimates. With the direct sample method, the standard error is more than 10 percent

of the estimated 1988 poverty count for 39 States. With the shrinkage method, the standard error

is more than 10 percent of the estimated 1988 count for just six States. For the median State, the

standard error of the shrinkage estimate is 8.0 percent of the estimated 1988 poverty count. The

standard error of the regression estimate is that large relative to the estimated count for only four

States. The standard error of the direct sample estimate is 13.6 percent of the estimated count for

the median State.

4. Shrinkage Estimates of State FSP Eligibility Counts

Table V-17 displays shrinkage estimates of State FSP eligibility counts for 1986, 1987, and 1988.

Table V-17 also gives standard errors for the estimated counts, which we obtain by multiplying the

f-’
standard errors of estimated eligibility rates by State population totals.
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According to Table V.17,37,212,000  individuals were eligible for the PSP in 1988 in the entire

United States-121,000 (0.3 percent) fewer eligiile  individuals than implied by the direct sample

estimates and 4S0,OO  fewer eligible individuals than implied by the regression estimates. For 1986 and

1987, the shrinkage estimates show less than 0.1 percent more eligible individuals in the United States

than do the direct sample estimanx The regression e&mates  show W percent and 1.4 percent more

eligible individuals in the United States than do the direct  sample estimates  for 1986 and 1987.

Shrinkage estimates of State FSP e&iii&y  counts for 19SS range from 64,000 individuals in Vermont

to 4,290,OOO individuals in California. This range.is  about four percent wider than the range of direct

sample estimates. The range of regression estimates is about 18 percent wider than the range of

direct sample estimates.

As with the poverty counts, the standard errors of our shrinkage estimates of FSP eligiitity

counts are substantially smaller  than the standard errors of our direct sample estimates and somewhat

larger than the standard errors of our regression estimates. With the direct sample estimation

method,  the standard error is more than 10 percent of the estimated 1988 count for 35 States. With

the shrinkage method, the standard error is more than 10 percent of the estimated 1988 count for

11 States. For the median State, the standard error of the shkkage estimate is 8.8 percent of the

estimated 1988 count, while the standard error of the direzt sample estimate is 12.9 percent of the

estimated count. The standard error of the regression estimate is as large as 8.7 percent of the

estimated count for only four States.

5. So E!stimtes  of state FSP Participation Rates

Table V-18  displays shrinkage estimates of State FSP participation rates for 1986,1987, and 1988.

Table V.18 also gives standard errors for the estimated participation rates. Participation counts are

adjusted for errors in issuance. Our method for estimating participation rate standard errors was

descrii in Chapter IV.
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According to Table V-18,  the median PSP participation rate was 44.0 percent in 1986, 433

percent in 1987, and 46.1 percent in 1988. These shrinkage estimates are 0.6 and 0.5 percentage

points lower than the direct sample estimates for 1987 and 1988 and 0.1 percentage points higher

than the direct sample estimate for 19%.  The regression estimates are 0.6 percentage points lower,

0.5 percentage points higher, and 1.1 percentage points lower than the direct sample estimates for

1986,1987,  and 1988. The national participation rates implied by our shrinkage estimates for States

were 47.1 percent, 47.0 percent, and 48.1 percent in 1986, 1987, and 1988, respectively. The 1986

and 1987 estimates equal to the nearest tenth of a percent the national participation rates calculated

from our direct sample estimates for States, and the 1988 estimate is only 0.1 percentage points

higher than the direct sample estimate. In contrast, the national participation rates calculated from

our regression estimates for States are 13,0.6, and 0.5 percentage points lower than the national

participation rates calculated from our direct sample estimates for States. For 1986 and 1987, about

one-third of the States had participation rates below 40 percent, about one-third of the States had

participation rates of at least 40 percent but below 50 percent, and about one-third of the States had

participation rates of 50 percent or more. The regression and direct sample methods imply similar

distributions of participation rates. All three estimation methods show a movement of States out of

the under-40 percent participation rate category over time, although the departure from the one-

third/one-third/one-third distribution is greatest according to the shrinkage estimates. The three

estimation methods imply similar geographic patterns.

s

The standard errors of our shrinkage estimates of State FSP participation rates are smaller than

the standard errors of our direct sample estimates and larger than the standard errors of our

regression estimates. For 1988, the shrinkage standard errors are less than three percent for 12

States, while the direct sample standard errors are less than three percent for 5 States and the

regression standard errors are less than three percent for 42 States. Although 30 States have direct

sample estimator standard errors of five percent or more for 1988 participation rate estimates, only
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3 States have regression  estimator standard errors that large and only 10 States have shrinkage

estimator standard errors that large. The median standard error of our shrinkage estimates is 3.0

percent for 1986,3.4  percent for 1987, and 3.9 percent for 1988, always about two percentage points

lower than the median standard error of our direct sample estimates and about twice the median

standard ernx of our regression estimates. For 1988, the 95 percent confidence interval for the

median State is 15 percentage points wide compared with 22 percentage points wide with the direct

sample estimator and 7 percentage poink  wide with the regression estimator.

6. The SensitIvitg of Shhkage  Estimates to Model S~catson and Errors in Standard JZrror
J&itimam

The resulk  in Section B show that regression estimates can be sensitive to how the regression

model is specikd, that similar models can produce different results.  our shrinkage estimator

combines direct sample estimates and regression estimates. Thus, a potential limitation of the

shrinkage estimator is that the shrinkage estimates may be sensitive to how the regression model is

specified. Similar  shrinkage models based on similar regression models may produce different results.

Our analysis of this issue will follow our analysis in Section B of the sensitivity of regression estimates.

Table V-19 displays shrinkage estimates of State poverty rates for 1988 obtained by combining

direct sample estimates with regression  estimates from  the best or the next-best regression models.

As noted in Section B, the best poverty rak regression modei  for 1988 has SST, INCOME,  OILGAS,

and CRME  as symptomatic indicators. The next-be& modeS replaces  CRIME  with UNEWENG.

Table V.19  also  gives standard errors of the &i&age  &imates  of poverty rates.

According to Table V.19, the median percentage  point diEerence  (in ahsolute  value) between

shrinkage estimates for the same State from the best and next-best  shrinkage models is 0.3, just over

half the median percentage point dEerence  of 0.5 between regression estimates f&n the best and

next-best regression models. The percentage point difference between  shrinkage estimates is at least

0.5 (in absolute value) for 19 States aqd at least 1.0 (in absolute value) for 3 States-7 fewer States
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and 8 fewer States than for regression estimates. When the difference between the two shrinkage

estimates for a State is expressed as a percentage of the estimate from the best model, the median

value obtained is 2.6 percent, down from 43 percent for the regression estimates. The difference

between shrinkage estimates is greater than ten percent of the estimate from the best model for two

States. The difference between regression estimates is that large for eight States.

As in Section B, we can assess the similarity of the two sets of shrinkage estimates and their

standard errors by measuring the overlap of the implied confidence intervals for the State. To

measure overlap, we express the length of the segment that is common to the two 95 percent

confidence intervals as a percentage of the length of the longer of the two confidence intervals.

The results displayed in Table V.19 imply that, for the median State, the overlapping segment

of the two confidence intervals is 87 percent of the longer confidence interval. Thus, just 13 percent

of the longer confidence interval lies outside the shorter confidence interval in the typical State. Thii

nonoverlap for shrinkage estimator confidence intervals is less than half of the nonoverlap for

regression estimator confidence intervals. For confidence intervals from the best and next-best

shrinkage models, the percentage overlap is greater than 50 for all 51 States and greater than 80 for

42 States. The overlap in confidence intervals from  the best and next-best regression models is less

than 50 percent for 11 States and greater than 80 percent for only 16 States. Thus, the shrinkage

method dampens differences between competing models.

Another potential limitation of our shrinkage estimator pertains to the estimated standard errors

of the direct sample estimates. As noted by Ericksen  and Kadane (1987),  the Empirical Bayes

shrinkage estimator assumes that the standard errors of the direct sample estimates are known with

certainty and are not estimated. For this study, we must rely on estimated standard errors, which are

subject to sampling variability and nonsampling error. It is possible that we would obtain different

shrinkage estimates if our estimated standard errors for direct sample estimates were different. Our
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shrinkage estimator results may be sensitive to variations in the estimated standard errors for direct

sample estimates.

t

Although a complete sensitivity analysis is beyond the scope of this study, we assess the potential

effects of substantially understating the standard errors of our direct sample estimates of PSP

eligibility rates. We noted earlier in this chapter that, because we must simulate PSP eligibility status
j

for individuals in the CPS, we must interpret the estimated standard errors of our direct aample

estimates  of PSP eligMity ratea with caution. It is possiile  that our estimated standard errors

overstate the precision of our FSP eligibility estimanz Such errors  may influence our shrinkage

j estimates.

To analyze the sensitivity of our shrinkage estimates of PSP eligibility rates, we compare the

shrinkage estimates obtained using the estimated standard errors from the direct sample estimation_.

method with the shrinkage estimates obtained using the estimated standard errors inflated by 20

percent for each State. A 20 percent downward bias in estimated standard errors seems fairly large.

Table V.20 displays shrinkage estimates of State PSP eligibility rates for 1988 obtained using

either the estimated standard errors from the direct sample estimation method or the estimated

standard emrs  inflated by 20 percent  for each State. Table V.20 also gives standard errors fix the

shrinkage estimates.

Shrinkage  estimates are weighted averages of direct  sample eatimate!s  and regression estimates.

I

I Our empirical results show that inflating the standard errors of the direct sample estimates pulls the

shrinkage estimates back away from the direct sample estimates toward the regression estimates. For

the 1988 ESP eligibility rate estimates, the shrinkage estimate is about half of the distance from the

regression estimate to the direct sample estimate in the median State when the estimated standard

..t
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errors are used. When the inflated standard errors are used, the shrinkage estimate is just over one-

third of the distance from the regression estimate to the direct sample estimate.

According to Table V.20,  inflating the standard errors of direct sample estimates does not cause

large changes in the shrinkage estimates of PSP eligibility rates. For the median State, the difference

(in absolute value) between the alternative shrinkage estimates is 0.2 percentage points. Shrinkage

estimates differ by 0.S percentage points or more (in absolute value) for only eight States. If we

express the difference between shrinkage estimates as a percentage of the estimate obtained when

the estimated standard errors are used, the median value calculated is 1.7 percent. The percentage

difference exceeds five percent for only four States.

As in our previous sensitivity analyses, we can examine the overlap in 95 percent confidence

intervals to assess the similarity of both the point estimates of eligibility rates and their standard

errors. We again measure overlap by expressing the length of the segment that is common to a

n
State’s two confidence intervals as a percentage of the length of the longer confidence  intervaL

The results displayed in Table V20 imply that, for the median State, the overlapping segment

of the two confidence intervals is more than 91 percent of the longer confidence  interval, Thus, less

than nine percent of the longer confidence  interval lies outside the shorter confidence interval in the

typical State. The percentage overlap exceeds 83 percent for 50 of the 51 States and 90 percent for

32 States. We conclude that our shrinkage estimates are not sensitive to even large errors in

estimated standard errors for direct sample estimates. This result is consistent with Ericksen  and

Kadane’s (1987) findings.‘6

D. AN ASSESSMENT OF ALTERNATIVE ESTIMATES

In the previous sections of this chapter, we have noted some of the sim&.rGs  and differences

among estimates from the three estimation methods. In this section, we examine the similarities and

P. 16We examined one other issue pertaining to model specification and found that whether the
District of Columbia is included or excluded has very little effect on either the regression or the
shrinkage estimates for the other 50 States.
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differences more closely and assess their implications. We focus on estimates for one year, 1988, to

facilitate  our assessment

Our assessment examines the similarities and diEerences  in the distriiutions of States estimateq

in the point estimates for individual States, in the precision of estimates, and in the interval  estimates

(confidence inten&) for individual Statea We also assess the relative sensitivity of alternat&

estimates to, for exampIq  model spexi&atior~

We find that the three estimation methods generally agree on aggregate characteristics pertaining

to the distributions of State estimates, characteristics such as the median State poverty rate and the

distribution of State PSP participation rates across broad rate categories. Despite this agreement on

aggregate characteristics, we find that, for some individual States, the three alternative point estimates

for a given year differ substantially. However, many of the dierences can be attributed largely to

sampling variability. When we compare interval estimates, that is, confidence intervals, we find that

the regression and shrinkage methods mainly reduce our uncertainty, providing narrower contidence

intervals than the direct sample method. For most States, the regression and shrinkage confidence

intervals lie entirely inside the direct sample confidence intervah. Nevertheless, there is evidence of

substantially  greater bias in regression estimates than in shrinkage  estimates. Furthermore, examining

the precision of alternative estimates, we find that our estimated standard errors exaggerate the

overall precision of the regression estimates. We find that the covariances  between regression

estimates for different States are relatively large. Thus, the risk of obtaining many large estimation

errors is higher with the regression method than with the direct sample and shrinkage methods.

Tables V.21 to V-25 display estimates of, respectively, State poverty rates, State FSP eligibility

rates, State poverty counts, State PSP eligibility counts, and State PSP participation rates for 1983.

Each table displays direct sample estimates, regression estimates, and shri&ge  estimates and

standard errors for all estimatea  Ail of the estimates iu Tables V.21 to V.25 are displayed in the

4-x
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tables discussed previously in this chapter. For example, Table V.21  collects estimates for 1988 from

Tables V.4, V.8, and V.14.

1. Similarities in the Alternative Distributions of State Estimates

On a national estimate, on an estimate for the average State, and on the distribution of States

among broad categories, there is general agreement among the direct sample, regression, and

shrinkage estimators. According to Table V.21, the three national poverty rate estimates for 1988

agree to the nearest tenth of a percent. According to Table V.25, the highest and lowest of the three

national FSP participation rate estimates for 1988 differ by just 0.6 percentage points. Differences

for estimates of poverty and FSP participation rates pertaining to the median State are sirniiar.”

An important result is that, while there is generally close agreement among alternative estimates

of national counts  and rates, the differences between direct sample and shrinkage estimates tend to

be smaller than differences between direct sample and regression estimates. Shrinkage estimates are

closer to the direct sample estimates for two of the three years’ national poverty counts and for all

:.. three years’ national FSP eligiiility  counts. Because  the direct sample estimates of national totals are

fairly precise, especially compared to the State estimates, this finding offers some confirmation that

the shrinkage estimates are subject to less bias than the regression estimates.

As noted in earlier sections of this chapter, the three estimation methods imply similar

distributions of States across broadly defined categories for both participation and poverty. For

example, about one-third of the States had FSP participation rates below 40 percent, about one-third

of the States had FSP participation rates between 40 and 50 percent, and about onethird  of the

States had PSP participation rates of 50 percent or more in each of the three years according to all

three methods. There is also little disagreement among the three methods on the number of States

that had 1988  poverty rates under 15 percent, although more States had 1988 poverty rates under 10

percent according to the direct sample estimation method than according to the other two methods.

17Differences  tend to be slightly larger for 1986 and 1987.

72

f

f
I

t
!

i-
i

I.



i-

I

lkro common problems, noted by Ericksen  and Kadane (1987),  are that direct sample estimates

may overstate diEerenccs among States and regression &imates  may understate difftrencts  among

States. Common measures of variability-the standard deviation, the range, and the interquartile

range-suggest that the direct sample estimates do vte interstate variations in poverty rates

and PSP participation  rates.  The same meas- howexr,  do not provide amvking  evidence that

the regression method oversmooths direct sample estimatea.‘*  The standard deiviation of the 51

State poverty rate estimates for 1988 is 4.6 percent for the direct sample estimation method, 42

percent for the regre!ssion  method, and 4.1 percent for the shrinkage method. Although the range

of the direct sample estimates of 1988 poverty rates is 12 percent greater than the range of the

regression estimates and 14 percent greater than the range of the shrinkage estimates, the

interquartile range of the direct sample estimates is 8 percent less than the interquartile range of the

regression estimates.lg The interquart2e  range of the direct sample estimates is 23 pexcent  greater

than the interquartile  range of the shrinkage estimate!& For 1988 PSP participation raks, the

standard deviation is 11.4 percent for the direct samples estimates, 103 percent for the regression

estimates, and 10.1 percent for the shrinkage e&mates.  The range of the direct sample estimates

exceeds the range of the regression estimates by 46 percent and the range of the shrinkage estimates

by 14 percent. The interquartile range of the direct sample estimates exceeds the interquartile range

of the regression estimates by 18 percent and the interquartile range of the shrinkage estimates by

7 percent?0  Regression estimates may understate the variation in 1988 FSP participation rates

lsThis  does not imply that the regression method does not understate differences between some
individual pairs of States.

~be~thepovertyratesofthe~tand51stStates,andtheinterquarblerangeisthe
diffkrcnce  between the poverty rates of the 13th and 39th States. Thus, the interquartile range is not
afkctcd by one or two extreme e&imatu.  The interquartile ranges  for the dire4zt  sample, qrcssio~
and shkkage  estimates arc 4-S, 52 and 3.9 percentage points. respectively.

%IC in- range3  arc 173, 14.7, and 161 percentage points for the direct sample,
rcgr&o&anduhriniragecatima~rcs~.
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among States, although the standard deviations of the regression and shrinkage estimates are roughly

equal.21

2.

for

Differences in the Alternative Point Estimates for Individual States

In the aggregate, estimates from the three methods are similar, Only when we examine estimates

individual States are large differences apparent. The median difference (in absolute value)

between 1988 State poverty rate estimates from the direct sample estimation method and the

regression method is 1.1 percentage points. The median difference  between the direct sample and

shrinkage estimates is 0.9 percentage points.zz For 1988, the difference between the direct sample

and regression estimates of poverty  rates is greater than two percentage points for 14 States. For

only seven States is the difference  between the direct sample and shrinkage estimates that large. For

1988 State FSP participation rate estimates, the median difference between the direct sample and

shrinkage estimates is 2.2 percentage points. The median difference between the direct sample and

regression estimates is 4.2 percentage points, and the difference is over 10 percentage points for six

States.u

The differences among estimates can sometimes cause, for example, one State to have a higher

poverty rate than another State according to one estimator but a lower poverty rate according to an

alternative estimator. Although the rank correlation between the direct sample and shrinkage

estimates of 1988 poverty rates is 0.92, the rank correlation between the direct sample and regression

estimates is 0.82 The rank correlation between the direct sample and shrinkage estimates of 1988

.P

21We find no evidence of widespread oversmoothing for 1986 and 1987.

=For  1986 and 1987, the median differences between direct sample and regression estimates are
13 and 1.0 percentage points, while the median differences between direct sample and shrinkage
estimates are 0.9 and 0.6 percentage points.

“For 1986 and 1987, the median differences between direct sample and regression estimates are
3.4 and 4.2 percentage points, while the median differences between direct sample and shrinkage
estimates are 1.7 and 2.2 percentage points.
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FSP participation rates is 0.91. The rank correlation between the direct sample and regression

estimates, however, is 0.77.”

Using direct sample estimates as a standard of comparison, we risk observing large differences

between the direct sample estimates and the regression  or shrinkage estimates because of large

sampling errors in the direct sample estimates. To reduce this risk, we can compare estimates for

States with the most precise direct sample estimates.

For the nine States with a direct sample estimate standard error under one percent,  the median

.
d&raxe (in absolute value) between the direct sample and qression estimates  of 1988 poverty

rates is 1.4 percentage points, which is greater than the median dif%rencc of 1.1 percentage points

fbraIlSlStates.  Themediandifferencebetweenthtdirectsampieand~estimatesforthe

nine States is 0.3 percentage points. The largest difference  between the direct sample and shrinkage

estimates for the nine States is 1.2 percentage points, and the next largest difference is 0.7 percentage

points.  The shrinkage estimate is closer than the regression estimate to the-direct sample estimate

of the 1988 poverty rate for all nine States, and the difference between the shrinkage and direct

sample  estimates is just one-third of the difference between the regression and direct sample

estimates,  on average.

fir the nine States with a standard exror  under four percent for the direct sample estimate of

the~Fspparticipationrate,themcdian~~~be~thedirtctsampitandregression

estimates of the participation rate is 3.4 percentage pointa The median difference between the direct

~andshrinkagecstimates~1.4pcrccntagepointsforthcseSta~  Thesbribgc&imateis

closer  than the regression estimate to the direct sample eatimate of the 1988 participation rate for

sevu~ of the nine States and equally close for one other State. Averaged across all nine States, the

%e rank correlation between the regression and shrinkage estimates is 0.97 for poverty rates
and 0.95 for participation rates. The rank correlation is the correlation between the ranks-rather
thaatheval~ftheestima&s.  EachestimateisrankedEromlto51.
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difference between the shrinkage and direct sample estimates is just over onehalf  the difference

between the regression and direct sample estimates.

Similar patterns are observed when we compare alternative estimates for the 11 States with the

largest CPS samples. For all three years, the median difference between shrinkage and direct sample

poverty rate estimates is between one-quarter and one-third the median difference between regression

and direct sample estimates. Approximately the same result pertains to FSP eligibility and

participation rates. For eligibility rates, the largest difference in each year between the shrinkage and

direct sample estimates for any of the 11 States is smaller than the median difference between

regression and direct sample estimates.~

An important advantage of the shrinkage estimator relative to the regression estimator is that

differences between direct sample and shrinkage estimates are substantially smalier than differences

between direct sample and regression estimates for the States with the most precise direct sample

estimates. With the similar result for differences among national estimates, this finding provide

highly suggestive evidence that, as expected, shrinkage estimates are less biased, possibly much less

biased, than regression estimates.

%I combining direct sample and regression estimates, our shrinkage estimator gives greater
weight to more precise direct sample estimates by design, all else equaL  This is an important
property, although it does not imply that for a State with a precise direct sample estimate, the
shrinkage estimate will necessarily be much closer to the direct sample estimate than is the regression
estimate. Both the regression and shrinkage estimates could be close to the direct sample estimate.
In this application, that is generally not the case. We !ind that for the States with relatively precise
direct sample estimates, the regression estimates often differ fairly substantially from the direct sample
estimates, while the shri.nkage  and direct  sample estimates usually agree closely.  We focus our
attention on the large States because in the absence of knowing the true values, the direct sample
estimates for those States provide a more reliable standard of comparison for evaluating the
regression and shrinkage estimates. Given the way the shrinkage estimator weights the direct sample

,-.
and regression estimates in forming a compromise estimate, the relative agreement between the direct
sample and shrinkage estimates is generally somewhat less for small States than for large States, which
is desirable given the lack of precision of direct sample estimates for small States
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3. Differences in the Precision of the Alternative JMimates

Thus far in this section, our comparisons of the empirical performance of estimators has focused

on the values of point estimates and has largely ignored the precision of those estimates. As we

noted in Chapter IV, we cannot &te USE matrixes for the regression and shrinkage estimators.

Our comparisons, therefore, are limited  to estimated standard errors, which do not take into account

thebiasesinregressionandsMnkageestimates.

According  to Table V.21, the standard  error of the direct sample estimate for the 1BS poverty

rate is newer smaller than the standard error of the regression or shrinkage estimate. The median

difference between the standard errors of the direct sample and regression estimates is 1.2 percentage

points. The standard error of the direct sample estimate exceeds the standard error of the regression

estimate by at least 1.5 percentage points for ten States. The median difference between the standard

errors of the direct sample and shrinkage estimates is 0.8 percentage points. The standard error of

the direct sample estimate exceeds the standard error of the shrinkage estimate by at least one

percentage point for 11 States. Although the standard error of the shrinkage estimate is smaller than

the standard error of the regression estimate for only two States (Florida and New Jersey), the

diff- between the standard erms of estimatea  from the two methods tend to be smaIL  The

median difference is 0.4 percentage  points, and the maximum difference is just 0.6 percentage points.

According to Table V.25, patterns of differen= among the standard errors for altemative

estimates of 1988 FSP participation rates are similar to the patterns of differences among poverty rate

standard errors, although the standard errors and differences for participation rates are much larger.

The standard error of the direct sample estimate is at least 3.5 percentage points larger than the

standard error of the regression estimate for half of the States and at least 5 percentage points larger

than the standard error of the regression estimate for 15 States. The standard error of the direct

sample estimate is at least 1.7 percentage points larger than the standard error of the shrinkage

estimate for half of the States and at least. 5 percentage points larger than the standard error of the
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shrinkage estimate for 5 States.26 The largest difference  between the standard errors of shrinkage

and regression estimates is four percentage points. The median difference is 1.8 percentage points.

Our results show that, for nearly all States, the direct sample estimate has the largest standard

error and the regression estimate has the smallest standard error and that the standard error of the

shrinkage estimate falls somewhere in between, typically closer to the standard error of the regression

estimate. We reach this conclusion by examining differences between standard errors for one State

after another. We have not yet considered the correlations between potential errors in State

estimates. Such correlations are reflected in the off-diagonal elements of the variancecovariance

matrix for an estimator?7~B Although we cannot determine for our estimators whether one MSE

24.rhe  standard error of the direct sample estimate is smaller than the standard error of the
regression estimate for only two States (New Hampshire and Massachusetts) and smaller than the
standard error of the shrinkage estimate for just one State (New Hampshire).

i

*‘The diagonal elements of a variancecovariance matrix are the variances of the estimates, that
is, the standard errors squared. The off-diagonal elements are the. covariances between estimates.
The covariance between two estimates is the correlation between those estimates times the product
of the estimates’ standard errors. Roughly, the covariance captures any tendency for the estimation
errors to be related. A positive covariance between estimators for two States means that, when an
unusually high estimate is obtained for one State, an unusually high estimate is typically obtained for
the other State and, when an unusually low estimate is obtained for one State, an unusually low
estimate is typically obtained for the other State.

=One use of the covariances between estimates is for testing whether States are significantly
different. The standard error of the difference between Maryland’s and Virginia’s poverty rates, for
example, is:

var@& + ~@vA) - 2-fPMD’PVd  ’

where pm and pVA are the poverty rates, var(p& and var(pVA)  are the variances, and
cov@MD,pvA)  is the covariance. If the difference between Maryland’s and Virginia’s poverty rates
divided by the standard error of the difference is greater than l.% or less than -l.%, we infer that
the poverty rates are significantly different at the 95 percent level of confidence More precisely, we
reject  the hypothesis that the poverty rates are equal,

For direct sample estimates, all ccvariances  are zero because  independent samples are drawn in
each State in the CPS. For both regression and shrinkage estimates, however, covariances between

(continued...)
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matrEx is bigger than another MSE matrix, we can compare the sizes of the varianuxovariance

matrixes and determine whether one estimator is more “efficient” than another estimator.29

Comparing estimated varian cecovariancematrixespertainingtoour  1988povertyrateestimatea,

we End that the shrinkage estimator is more efficient than the direct sample estimator. Our lindings

from other comparisons, however, are inconclusive It is not possible to say that the regression

estimator is more efficient than the direct sample estimator or that the regression estimator is more

efficient than the shrinkage estimator.30 The explanation for this last, seemingly anomalous result

that the regression estimator is not the most efficient  of the three estimators is that, although the

standard errors of regression estimates tend to be relatively small, the covariances for many pairs of

2s(-continued)
estimates for different States are generahy  nonzero  for reasons given earlier. We do not present
covariances in this report because,  for each set of poverty, ehgiiility,  or participation estimates, there
are 1275 awariances,  one amriance for each possible  pairing of States. However, we can
reeommend a simple rule of thumbto  use for cakuhtting a standard error of a difference: assume that
the awariance  equals zero. ‘Ihis assumption wiJI rarely influence the outcome of a hypothesis test

If we want to determine, for every pair of States, whether the States’ 1988 poverty rates are
signikantly  different, we must conduct 1,275 hypothesis tests. Using our shrinkage estimates, we will
make the same inference whether we use the estimated covariance or assume the covariance is zero
for ah but nine (0.7 percent) of our significance tests. Moreover, each of our nine “errors” wilI be
conservative in the following sense. Although the test using the estimated wvariance  suggests that
the States’ poverty rates are significantly different, we would not reject the hypothesis that they are
equal using our rade of thumb that the covariance is zero. We are conservative  in overstating the
standard error of the differemx,  rather than exaggerating its precision. Based on our regression
estimates for 1988 poverty rates, whether we use the estimated mvariance or a zero covariance
affects our inference for 88 (69 percent) of our significance tests. In just seven instances would we
infer a sign&ant  difference when  none exists. The other 81 “errors” would be costive.

One manifestation of the greater precision of shrinkage estimates Aative to direct sample.esbmaks is that we arc better able  to detect substantiveIy  important ~erences between States.
~tothedirect~pk~~of1988povertyrates,abouttwo-thirdsofthe~~n~
of 25 percentage points or more are statistiCaUy  @ikant  According  to the shrinkage  estimates,
nearfpWperceatofthe~of~~~arestatisticallysignificant  @xausedirect
sample estimates tend to ovastate dBefenm among Stateq there are more large di&xencea
&Xl&IgtothoseCS~~)

%mGdt (1976) defines Wiciency.

we obtain the same results on relative efficiency for 1986 and 1987 poverty rate estimators and
for l-1937,  and 1988 PSP eligiibility rate estimators.
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regression estimates are relatively large. A big error for one State will likely be accompanied by big

errors for other States. Thus, there is a greater risk of obtaining large estimation errors for many

States.

Tables V.21 to V-25 show that the standard errors of regression estimates are almost uniformly

low, even for States with very large standard errors of direct sample estimates. Also, despite typically

small  differences  between the regression and shrinkage estimates for most States, the standard errors

of the regression estimates of both poverty and FSP participation rates are smaller than the standard

errors of the shrinkage estimates for all but two States-smaller sometimes by more than a half

percentage point for standard errors of estimated poverty rates and by more than two percentage

points for standard errors of estimated participation rates. Based on these results, we suspect that

the estimated standard errors of the regression estimates may overstate the precision of the regression

estimates. Our suspicion would seem to be confirmed by our finding that, although the shrinkage

estimator is more efficient than the direct sample estimator, the regression estimator cannot be

judged more efficient  than either the direct sample or shrinkage estimators.

4. Similarities in the Alternative Interval Estimates for Individual States

Although a point estimate is our single best “guess” of the true value oE, for example, a State’s

poverty rate, we do not claim that the State’s poverty rate is exactly equal to the point estimate.

Thus, we also report a standard error that reflects our uncertainty. Possibly the most meaningful

expression of our findings is an interval estimate, that is, a con.Edence  interval, which combines the

information loom the point estimate and its standard error. We have compared point estimates and

standard errors from alternative estimators. We must now compare interval estimates.

To compare interval estimates, we adopt the approach used earlier and assess the overlap in 95

percent confidence intervals. We determine whether the regression and shrinkage methods mainly

provide narrower confidence intervals and reduce our uncertainty compared with the direct sample
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estimation method or whether the regression and shrinkage methods include in wn6dence  intervals

1
i

i

_I

I
!

.I

!

values that we may have considered unlikely based on direct sample estimates.

According to Table V21,  the 95 percent wn&ience  interval for the 1988 poverty rate implied

by the regression estimator lies entirely within  the% percent confidence interVat  impliedbythe direct

sampk estimator  for 35 States. At least ten percent of the regression  estimator wnfidence  intetval

lies outside the direct sample estimator w&dence intetval  for 13 States. More than a quarter of the

regression estimator confidence interval lies outside the direct sample estimator confidence interval

for eight Statea,  and more than half of the regression estimator confidence interval lies outside the

direct sample  estimator wnfidence interval for four States. For three States, there is no overlap at

alL

Although for 15 States the shrinkage estimator confidence interval  extends outside the direct

sampk estimator  con&knee  internal, the overlap  between  the shrinkage estimator  and direct sampk

estimator  confidence intervals tends to be substantially gre2ter  &an the overlap between the

regression estimator and direct sample estimator confidence intervab. At least ten percent of the

shrinkage estimator cotidence interval lies outside the direct sample estimator wnfuknce  interval

for ten Statea. However, for only three States does at least a quarter of the shrinkage estimator

cotidence  intexval lie outside the direct sample estimator confidence interval, and for only one of

the States does more than half of the shriukage  estimator coufidence  interval lie outside the direct

sample estimator confidence interval. 31 The contrast is even more striking when we consider ouly

the States with the most precise direct sample estimates. For seven of the nine States with direct

sample estimate standard errors under  one percent, the regression estimator confidence intervals lie

partly outside the direct sample estimator  wnfidence inten&  Par Eve of those nine States, the

nWeob&insimikrresultsforR4Peligr  ihtyb * rateandFsppartkipationratewn6denceintervals,
although regression estimator wnCience inten& may tend to extend slightly farther beyond the
boundaries of direct sample estimator wn&lence  interval& Par example,  more than half of the FSP
participation rate w&ence interval implied by the regression method lies outside the direct sample
estimator co&knw interval for seven States.
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shrinkage estimator confidence intervals lie partly outside the direct sample estimator confidence

intervals. Nonoverlap--at least 30 percent for four of the seven regression estimator confidence

intervals--is at most 26 percent for the five shrinkage estimator confidence intervals and over 11

percent for only one of the five.

For some States, the regression method and, to a much lesser degree, the shrinkage method

produce confidence intervals that include value that are considered unlikely, even according to

relatively wide confidence intervals from the direct sample estimation method For most States,

however, the regression and shrinkage methods yield narrow confidence intervals that lie entirely

inside the confidence intervals implied by the direct sample estimation method.

f-

5. The Sensitivity of the Alternative Estimates

We conclude our assessment of alternative estimators by reviewing our results on the sensitivity

of estimates to choices that we have to make. After we have decided how to determine whether an

individual in the CPS is in poverty or eligible for the FSP, the direct sample estimation method

requires no additional choices, except how to estimate standard errors.32 The relative simplicity of

the direct sample estimation method and the lack of assumptions underlying the method are

advantages.” For both the regression and shrinkage methods, we must make more choices. For

example, we must spec@ a model that relates a criterion variable to symptomatic indicators. In a

limited sensitivity analysis, we End  that similar regression models can produce moderately to

substantially different estimates for some States. We also find that shrinkage estimates are much less

sensitive to model specification. Combining regression estimates with direct sample estimates

dampens the effect of changes in model specification. Finally, although the shrinkage estimator must

32A11 three estimation methods use the simulation procedure described in Appendix A for
determining  F’SP eligibility status. Assessing the sensitivity of our estimates to the simulation
procedure used is beyond the scope of this study. Exploring alternative ways to estimate standard
errors is also beyond the scope of this study.

=However  the simplicity comes at a cost of substantial imprecision from ignoring the relevant
information t&t variations in both poverty and eligibility rates are systematic.
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9
rely on possl%ly unreliable direct sample estimator standard errors, the shrinkage estimates  do not

seem to be sensitive to large errors in the estimated standard errors for direct sample estimates.



TABLE V.l

NUMBER OF INDIVIDUALS IN POVERTY BY STATE, 1986-1988
SAMPLE ESTIMATES

(Thousands of Individuals)

Division/ Individuals in Poverty Standard Errors
State 1986 1987 1988 1986 1987 1988

New England
Maine
New Hampshire
Vermont
Massachusetts
Rhode Island
Connecticut

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio

/? Indiana
IllillOiS

Michigan
I WiScOnSiIl

West North Central
MiNleSOti3

Iowa
Missouri
North Dakota
South Dakota
Nebraska
Kansas

South Atlantic
Delaware
Maryland
District of Columbia
Virginia
West Virginia
North Carolina
South Carolina
Georgia
FlOrida

115 139 159 18 21 22
37 36 73 11 11 16
58 50 43 9 9 9

538 491 497 62 62 48
87 80 99 16 16 18

186 215 128 40 44 39

2322 2,578 2,369 140 153 163
679 661 475 77 80 52

1,190 1,225 1,246 104 110 103

1,372 1,470 1356 111 119 101
674 622 560 75 76 95

1,517 1,654 1,436 119 128 111
137 1,088 1,112 105 102 87

501 362 364 76 68 68

517 516 514 68 71 79
376 436 263 51 56 45
722 717 662 79 82 97
88 80 76 12 12 11

118 113 101 14 14 12
220 202 164 30 30 34
269 239 195 42 41 35

79 48
414 431

77 79
547 557
432 441
884 877
569 511
879 897

1?342 1,578

57
457

88
647
337
7%
528
875

1,704

84

12 10 11
60 63 80
12 13 12
84 88 92
41 42 41
92 % 60
62 62 62
91 95 112
51 58 112



TABLE V.1 (continued)

Division/ Individuals in Poveq Standard Errors
State 1986 1987 1988 1986 1987 1988

-siPPi

west  !3alth centml

Louisiana
okhhoma
TaSr

Mountaim
Montana

b;z&

New Mexico
Arizona
Utah
NCWia

PdfiC

Wash ing ton

Oregon
caiifornia

Hmaii

Mediao State

united srptes

630
853
959
695

499
953
469

136
180
73

426
306
484
209
82

563
332

3,453
59

109

484

353M

609
831
849
650

147
142
49

407
292
431
174
108

516
356

3s(Jg
59
98

634
883
775
704

527
968
543

3,006

116
124
43

405
343
491
162
93

402
2%

3,687
53

117

457

75
87
80
56

so
81
56

167

16
20
10
54
30
58
27
15

75
48

175
7

17

56

a

77
90
79
57

53
88
61

172

17
19
9

55
31
57
26
18

75
51

183
7

17

.57
a

78
102
91
62

SS
101
65

176

15
18
8

62
j 32
67

’ 27
’ 18

73
51

259
8

19

60

a

SOURCE: Poverty counts and FSP eiigWity  counts are from March Current Population Surveys, 1987 to 1989.

aStandatd errors for the United States totals implied by the regression and shrinkage estimates for States are not
directly  obtainable. Thus, we do not report standard errors for any national estimates.



TABLE V.2

NUMBER OF INDIVIDUALS ELIGIBLE FOR THE FSP BY STATE  1986-1988
SAMPLE ESTIMATES

(Thousands of Individuals)

Division/ Individuals Eligible for the FSP Standard Errors
State 1986 1987 1988 1986 1987 1988

New England
Maine
New Hampshire
Vermont
Massachusetts
Rhode Island
c&xcticut

Middle Atlantic
New York
New Jersey
Pennsylvania

;:‘:

East North Central
Ohio
Indiana
Illinois
Michigan
Wisconsin

West North Central
Minnesota
Iowa
Missouri
North Dakota
South Dakota
Nebraska
Kansas

South Atlantic
Delaware
Maryland
District of Columbia
Virginia
West Virginia
North Carolina
South Carolina
Georgia
Florida

156 165 174 21 22 23
49 61 91 12 14 18
67 55 54 10 9 10

654 595 636 68 68 53
116 101 115 18 18 19
246 254 179 45 48 46

5804 w9 5863 152 162 176
792 712 586 83 82 58

1,414 1,499 1,627 112 120 116

1,618 1,617 1,675 119 123 110
834 765 627 82 83 100

1,843 1,897 1,620 129 136 117
1,345 1,217 1,146 108 107 88

580 468 382 81 76 70

569 564 535 71 74 80
455 454 327 55 57 49
779 767 723 82 85 101

91 75 73 12 12 11
135 144 101 14 15 12
287 217 219 33 31 38
336 306 293 46 46 42

102 66 73 13 11 12
569 459 469 69 65 81

95 89 88 13 13 12
661 691 757 91 97 98
560 523 394 44 45 44

1,148 1,086 1,027 102 104 67
674 645 646 67 68 67

1,179 1,085 1,075 102 103 121
1,672 1,949 1,921 56 63 117
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TABLE V.2 (continued)

Division/ Individuals Eligible for the FSP Standard Errors
State 1986 1987 1988 1986 1987 1988

East South  Central
Kentucky
Tennessee
Alabama
Mississippi

west  South can&al
Arkaluas
Louisiana
Oklahoma
TaaS

MOUXlt&I

Montana
Idaho
Wyoming
Colorado
New Mexico
Arizona
Utah
Nevada

Pacific
Washington
Oregon
California
Alaska
HaWaii

Median state

united states

813 783 a5 82 85 86
1,062 1,033 1,096 95 98 110
1,135 1,091 1,042 84 87 101

889 814 802 60 61 65

615 624 603 54 56 57
lJ53 1,m 1,181 86 89 108

593 710 695 61 68 71
3,477 3cn 3w 181 184 183

140 155 128 16 18 16
186 180 164 20 21 20
81 51 49 10 9 9

509 441 487 58 57 67
319 342 405 30 33 34
589 545 516 62 63 69
244 242 234 29 30 31
% 151 125 16 21 20

698 560 466 82 78 78
381 415 398 51 55 59

4,108 4,061 4,097 188 195 271
91 82 71 9 9 9

154 132 149 19 19 21

580

39,163

545

w70

487 60

37333 a

63

a

65

a

SOURCE: Povexty axmts  and FSP eligibility counts are from March Current Population Surveys, 1987 to
1989.

aStandard  errors for the United States totals implied by the regression and shrinkage estimates for States arc
not dixctly obtainable. Thus, we do not report standard errors for any national estimates.



TABLE V.3

ADJUSTED INDIVIDUAL FSP PARTICIPATION RATES BY STATE, 1986-1988
SAMPLE  ESTIMA’IIZ3

(Percent)

Division/
State

Adjusted FSP Participation Rates Standard Errors
1986 1987 1988 1986 1987 1988

New England
Maine
New Hampshire
Vermont
hhssachusetts
Rhode Island
Gxlmxticut

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio
Indiana
IlhOiS

Michigan

WiSCXXlSiIl

West North Central
hfillrlesota
Iowa
Missouli
North Dakota
South Dakota
Nebraska

South Atlantic
Delaware
Maryland
District of Columbia
Virginia
West Virginia
North Carolina
South Carolina
Georgia
FlOrida

67.1 55.2 46.5 9.8 8.1 6.2
43.3 29.9 20.4 10.9 7.0 4.1
51.5 60.1 59.9 8.2 11.0 10.8
46.4 48.9 47.4 5.1 5.9 4.0
53.0 57.5 47.6 8.8 10.7 7.9
49.4 43.4 60.1 9.4 8.5 15.3

57.4 53.0 51.0 3.4 3.2 3.1
52.4 50.5 59.1 5.8 6.1 5.8
68.9 61.5 56.2 5.8 5.3 4.0

65.9 65.0 61.5 5.2 5.4 4.1
40.5 39.5 44.5 4.3 4.6 7.1
57.1 53.7 61.3 4.4 4.2 4.4
65.4 69.8 74.7 5.7 6.6 5.8
58.8 68.5 76.5 8.7 11.8 14.0

39.2 40.2 44.0 5.3 5.6 6.6
43.9 40.9 49.9 5.8 5.6 75
46.7 47.9 529 5.3 5.7 7.4
39.0 44.2 49.4 5.7 7.4 7.1
39.4 35.9 49.4 4.6 4.3 5.8
33.0 43.9 41.2 4.2 6.7 7.2
34.0 38.4 39.8 5.0 6.1 5.7

28.7 40.9 38.9 4.0 7.3 6.3
44.8 51.9 47.7 5.8 7.8 8.2
65.1 63.6 64.5 10.0 10.5 9.1
49.3 44.4 425 7.2 6.6 5.5
46.0 48.0 62.5 4.3 4.8 7.0
36.7 35.7 36.8 3.6 3.8 2.4
43.9 40.5 38.5 4.9 4.8 4.0
40.2 41.5 42.5 3.9 4.3 4.8
35.1 30.4 324 1.3 1.1 2.0
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TABLE V.3 (continued)

Division/ Adjusted FSP Participation Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

East south  central
Kentucky
‘i’ennw
Alabama
Mississippi

63.0 S8.8 55.7 7.2 7.2 5.8
45.6 4s 43.6 4.6 4 3 4.4
405 386 39.6 3 5 3.6 3.8
533 593 59.6 4.4 5.4 4s

373

428
37.9

3S.7
61.4
37.6
43.0

593
36.8
43.9

3.8 3.7 3 5
5.1 5.6 5.4
4.9 4.1 3.8
2.2 2.7 2 4

40.2 36.5 421 5.2 4.6 5.3
30.9 32.0 36.1 3.8 4.1 4.4
33.5 51.5 520 4.7 9.5 9.5
35.1 43.0 41.2 4.4 6.0 5.7
46.5 42.9 33.6 5.0 4.7 2.8
32.8 37.3 46.6 3.8 4.7 6.2
31.8 35.1 38.2 4.1 4.7 5.1
34.9 22.0 29.7 6.2 3.2 4.9

40.8 5l.3 63.8 5.2 7.6 10.7
56.2 47.9 495 8.1 6.9 7 3
37.8 38.1 38.8 1.9 2.0 2 6
28.7 35.4 34.9 3.0 4.0 4.7
57.5 62.0 51.8 7.8 95 72

Median State 43.9 43.9

47.0

46.6 5.0 5.6

47.1 48.0 a a

5.7

a

west south  centrpl
Arkansas
Louisiana
Oklahoma
TacaS

Mountain
Montana
Idaho
Wyoming
Colorado
New Mexico
Arizona
Utah
Nevada

PWi5C

washington
Oregon
CdifOrIlh

Alaska
Hawaii

udted states

SOURCE: Poverty counts and FSP eligiiility  counts ate Born March Current Population Surveys, 1987 to
1989. FSP participation counts are from Food Stamp Program Statistical Summaq of
Operations data, adjusted for errors in issuance.

%andard errors for the United States totals implied by the regression and shrinkage estimates for States are
not direct@ obtainable. Thus,  we do not report standard errors for any national estimates.
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TABLE V.4

INDIVIDUAL POVERTY RATES BY STATE, 1986-1988
SAMPLE EST&lATES

(Percent)

Division/ Poverty Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

New England
Maine
New Hampshire
Vermont
Massachusetts
Rhode Island
Connecticut

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio

r\ Indiana
Illinois
Michigan

%! wiconsin

West North Central
Minnesota
Iowa
h4issouri
North Dakota
South Dakota
Nebraska
Kansas

South Atlantic
Delaware
Maryland
District of Columbia
Virginia
West Virginia
North Carolina
South Carolina
Georgia
FlOlidil

10.2 120 13.2 1.6 1.8 1.9
3.7 3.4 6.7 1.0 1.0 1.5

11.0 9.5 8.1 1.8 1.7 1.7
9.2 8.4 85 1.1 1.1 0.8
9.1 8.2 9.8 1.7 1.6 1.8
6.0 6.9 4.0 1.3 1.4 1.2

13.2 14.6 13.4 0.8 0.9 0.9
8.9 8.7 6.2 1.0 1.1 0.7

10.1 10.4 10.3 0.9 0.9 0.8

12.8 13.7 12.4 1.0 1.1 0.9
12.7 11.4 10.1 1.4 1.4 1.7
13.3 14.3 12.7 1.0 1.1 1.0
13.9 12.2 12.1 1.2 1.1 0.9
10.7 7.7 7.8 1.6 1.4 1.5

125 120 11.6 1.7 1.7 1.8
129 15.0 9.4 1.7 1.9 1.6
14.4 14.1 127 1.6 1.6 1.9
13.5 123 11.6 1.9 1.9 1.6
17.0 15.9 14.2 1.9 20 1.7
13.6 125 10.3 1.8 1.8 21
11.1 9.9 8.1 1.7 1.7 1.5

12.4 7.5 8.6 1.8 1.5 1.6
9.2 9.5 9.8 1.3 1.4 1.7

12.8 13.9 15.2 2.0 2.2 2.1
9.7 9.6 10.8 1.5 1.5 1.5

22.4 23.1 17.9 2.1 2.2 2.2
14.3 14.1 12.6 1.5 1.5 0.9
17.3 15.5 15.5 1.9 1.9 1.8
14.6 14.9 14.0 1.5 1.6 1.8
11.4 12.9 13.6 0.4 0.5 0.9
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TABLE V.4 (aminued)

Division/ Poverty Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

East sourb  central
Kentucky
Tennessee
AIabama
Mississippi

west south centrai
Arkansas
Lo&iaM
okIaholna
TeJpIs

Mountain
IVlOlltana

Idaho
m-g
Colorado
New Mexico
Arizona
Utah
Nevada

Padtic
Washington
Oregon
CXifOti

Alaska

H a w a i i

Median State 129 126 124 1.7

united  states

17.7 167 17.6 21 21 2 2
183 17.5 18.0 1.9 1.9 21
23.8 21.2 193 2 0 2 0 23
26.6 25.5 27.2 21 2 2 2 4

213 221 21.6 21 2 2 2 2
220 25.1 228 1.9 2 0 2 4
14.7 169 173 1.7 1.9 21
173 169 18.0 1.0 1.1 1.1

16.5 183
185 143
14.6 10.8
13.5 127
21.3 19.8
14.3 125
126 10.5
8.1 105

14.6

9.6
125
23.0
14.1
9.8
8.6

2 0 2 2 L9
21 1.9 L8
2 0 1.9 1.9
1.7 1.7 1.9
21 21 21
1.7 1.7 1.9
1.6 1.6 1.6
1.5 1.7 1.7

129 11.5 8.7 1.7 1.7 1.6
123 13.1 10.4 1.8 1.9 1.9
127 126 13.2 0.6 0.7 0.9
11.4 115 11.0 1.4 1.5 1.7
10.7 9.0 11.1 1.6 1.5 1.8

X3.6 13.5 l3.0 a

1.7

a

1.7

a

SOURCE: Poverty counts  and FSP eIi@Iity  amnts  are from  March Current Poputation  S111vegs, 1987  to
19189.

astanaard  errors for the United W totaIs  implied by the regression and shrinkage estimates for States are
not directIy  obtainable. Thus, we do not report standard errors for any national estimates,
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TABLE V.5

INDIVIDUAL FSP ELIGIBILITY RATES BY STATE,  1986-1988
SAMPLEESTMATES

(Percent)

Division/ t;SP Eligibility Rates standard Errors

N-W
h4aine
New Hampshire
Vermont
h4asadlusem
Rhode Island
Cormccticut

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio
Indiana
IUiIlOiS

Michigan

WiScOllSin

West North Cent&
h4itmesota
IoWa
Missouri
North Dakota
south Dakota
Nebraska

South Atlantic
Delaware
Maryland
District of Columbia
VQiZlia
West Virginia
North Carolina
South Carolina
Georgia
FlOrida

tia
43

127
lL2

7.9

143 14.5 L9 1.9 1.9
5.8 83 L2 13 1.7

103 10.1 1.9 1.8 1.8
10.2 10.9 L2 1.2 0.9
10.2 11.4 1.9 1.8 1.9
8.1 5.6 1.4 1J 1.4

15.9 16.9 16.2 0.9 0.9 1.0
10.4 9.4 7.7 1.1 1.1 0.8
120 127 13.4 1.0 1.0 1.0

15.1 15.1 15.4 1.1 1.2 1.0
15.7 14.0 11.3 1.5 1.5 1.8
16.1 16.4 14.3 1.1 1.2 1.0
14.8 13.6 124 L2 1.2 1.0
124 9.9 8.1 1.7 1.6 1.5

13.8 13.1 I.21 1.7 1.7 1.8
15.7 15.6 11.6 1.9 20 1.7
15.6 15.0 l3.9 1.6 1.7 1.9
14.0 11.6 113 1.9 1.8 1.6
193 203 14.2 20 21 1.7
17.7 13.4 13.7 20 1.9 24
13.8 126 122 1.9 1.9 1.8

16.0 105 11.1 20 1.8 1.8
126 10.1 10.1 15 1.4 1.7
15.8 15.6 15.2 22 24 2.1
11.8 11.9 127 1.6 1.7 1.6
29.1 27.4 21.0 23 23 23
18.6 175 16.3 1.7 1.7 1.1
205 195 19.0 20 21 2.0
19.6 18.0 17.3 1.7 1.7 1.9
14.2 15.9 15.4 05 0.5 0.9
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TABLE V.5 (continued)

Division/ FSP Eligibility Rates Standard Errors
1986 -1987 1988 1986 1987 1988

2L4
21.8
273
3L9

2.3 23 2 4
2.0 2 1 2 2
21 2 2 25
2 3 2 4 25

224
259
3Lo

WestSMthCf!Iltd
Arkansas
L4Nlisiana
Oklahoma
TexaS

25.9 3.7 2.3 23 2.3
26.6 27s 2 0 21 2.5
222 221 1.9 21 2.3
20.2 19.8 1.1 1.1 1.1

26.6
18.6
21~

17.1 19.4 16.1 2.0 2 2 2 0
19.1 18.1 16.5 21 21 2 0
16.2 11.1 10.7 21 1.9 2.0
16.1 13.7 15.0 1.8 1.8 21
223 23.2~ 27.1 2.1 2.2 23
17.4 15.8 14.8 1.8 1.8 2.0
14.7 145. 14.1 1.7 1.8 1.9
9 5 14.7 1LS 1.6 2 0 1.9

MOtUltain
MOIltana
Id&O

wyO~&I
Colorado
New Mexico
Arizona
Utah
Nevada

Washington 16.0
Oregon 14.1
CAifoti lx2
Alaska 17.6
Hawaii 15.0

10.1 1.9 1.7 1.7
14.6 1.9 2 0 2 2
14.7 0.7 0.7 1.0
14.7 1.7 1.7 2 0
14.2 1.9 1.7 2 0

125
153
14.6
16.0

Median state 15.8 15.0 143 1.9 1.8 1.9

a a aun&ed  statea 16.4 15.9 153

SOURCE: Poverty a~unts  and FSP e@iMlity  counts are f&om March Current Population Surveys,  1987 to
19iE9.

8standard  errors for the United States totals implied by the regression and shrinkage estimates for States are not
direct@  obtainable. Thus, we do not report standard errors for any national estimates.
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TABLZ V.6

STANDARD ERRORS OF INDIVIDUALPOVERTY  CGUNTS  BY STATE,  198&l-
sAMPLEEsnh4ATES

(Thousands of Individuals)

Division/
State

Standard Errors Estimated Standard Errors Estimated
Using the Direct Method Using the ind.ircct  Method

1986 1987 1988 1986 1987 1988

New England
Maine
New Hampshire
Vermont
Massachusetts
Rhode  Island
czonnectiaat

Middle Atlantic
New York
New Jersey
Pennsylvania

Jbst North Central
Ohio
Indiana
JlihOiS

Michigan
WiSCOIKiin

West North Central
MillIi~Ota

Iowa
Missouri
North Dakota
South Dakota
Nebraska

!5outb Atlantic
Debware
Maryland
District of Columbia
Virginia
West virginia
North Carolina
South Carolina
Georgia
FlOridit

19 22 24 18 21 22
11 11 17 11 11 16
10 10 9 9 9 9
65 65 !50 62 62 48
17 17 19 16 16 18
41 46 40 40 44 39

150 164 174 140 ls3 163
81 83 54 77 80 52

110 116 108 104 110 103

118 127 107 111 119 101
80 80 100 75 76 95

127 138 118 119 128 111
113 109 93 105 102 87
80 71 71 76 68 68

73 76
54 61
85 89
13 13
15 15
32 32
44 43

83
47

104
11
13
35
37

11
84
13
97
46
64
68

120
119

94

68 71 79
51 56 45
79 82 97
12 12 11
14 14 12
30 30 34
42 41 35

12 10
63 67
13 14
88 93
46 48
99 103
69 68
98 103
54 61

12 10 11
60 63 80
12 l3 12
84 88 92
41 42 41
92 % 60
62 62 62
91 95 112
51 58 1X2



TABLE V.6 (continued)

Division/
State

Standard Errors Estimated Standard Errors Estimated
Using the Direct Method Using the Indiiect  Method

1986 1987 1988 1986 1987 1988

East south  central
Kentucky
Tennessee
Amama
Mississippi

west south centnl
Arkansas
Louisiana
Oklahoma
TCX3S

MOUlltdIJ

Montana
Idaho
WyominB
Colorado
New Mexico
Arizona
Utah
Nevada

Padfic
Washington
Oregon
California
Alaska
Hawaii

Median State 60 61 64 57 57

unitai states

82 84 86 75 77 78
96 99 112 87 90 102
91 89 101 80 79 91
65 66 73 56 57 62

56 60 62 50 53 55
91 101 114 81 88 101
60 67 71 56 61 65

182 188 193 167 172 176

18 19 17 16 17 15
22 21 19 20 19 18
11 9 9 10 9 8
58 59 66 54 55 62
34 34 36 30 31 32
62 61 73 58 57 67
29 27 28 27 26 27
16 19 19 15 18 18

80 80 77 75 75 73
51 55 54 48 51 51

186 19s 276 175 183 259
8 8 9 7 7 8

18 17 20 17 17 19

a a a a a

60

a

SOURCE Powxy  counts  amI Fsp eI#biIiyamts  are from March Current Popami~n  siuvqrs,  1987 to
1989.

%tandard  errors fix the United States tomb  impkd by the regression and shrinkage estimates for states are
not dhctly obtainable Thus, we do not report standard errors for any national e&maw.
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TABLE  V.7

SIANDARD  ERRORS OF INDIVIDUAL FSP ELIGIBILITY COUNTS BY STATE, 1986-1988
sAMPLEESTlMATES

(Thousands of Individuals)

Division/
State

Standard Errors Estimated Standard Errors Estimated
Using the Direct Method Using the Indirect Method

1986 1987 1988 1986 1987 1988

r-

f-

New Eqiaad
Maine
NewHampshire
Vermont
Massachusetts
Rhode Isiand
- c u t

Middle  Atlantic
New York
New Jersey
Pennsylvania

Emst North  Central
Ohio
Indiana
IllillOiS

h4iCbigaIl

WiSCOIlSin

West North Central
Ib-fhXSOta

IoWa
Missouri
North Dakota
South Dakota
Nebraska

SaErh Mantic

z
District of Columbia
Virghia
west  virginia
North Caroiina
South Carolina
Georgia
Florida

23 24 25 21 22 23
12 14 19 12 14 18
11 10 10 10 9 lo
72 71 56 68 68 s3
19 19 20 18 18 19
47 50 47 45 48 46

165 177 191 152 162 176
87 86 60 83 82 58

119 128 124 112 120 116

128 133 119 119 123
89 89 106 82 83

140 148 126 129 136
116 115 94 108 107
86 81 73 81 76

77 79 85 71 74
60 62 52 55 57
89 92 109 82 85
13 13 11 12 12
16 17 13 14 15
36 33 41 33 31
49 49 45 46 46

14 12 13 13 11
74 69 85 69 65
ls l5 13 13 13
97 103 105 91 97
52 53 49 44 4s

113 11s 72 102 104
7s 76 75 67 68

113 113 133 102 103
61 68 127 56 63

110
100
117
88
70

80
49

101
11
12
38
42

l2
8l
12
%
44
67
67

l21
117

%

I

I

f

t

I



TABLE V.7 (continued)

Division/
State

Standard Errors Estimated Standard Errors Estimated
Using the Direct Method Using the Indirect Method

1986 1987 1988 1986 1987 1988

East  south central

Kentucky
TUtltCSSCC

Miswippi

westsoutti  central
Arkansas
IAmisiana
Oklahoma
TCXS

MCXUlt&l
Montana
Idaho
Wyoming
Colorado
New Mexico
Arizona
Utah
Nevada

Pacinc
Washington
Oregon
California

Alaska

Hawaii

Median state

united  state3

93 95 98 82 85 86
108 110 125 95 98 110
99 101 117 84 87 101
74 73 78 60 61 65

62 65 66 54 56 57
100 104 126 86 89 108
68 77 81 61 68 71

202 205 20.2 181 184 183

18 20 18 16 18 16
23 23 22 20 21 20
11 9 9 10 9 9
63 61 73 58 57 67
35 37 40 30 33 34
69 69 74 62 63 69
31 32 34 29 30 31
17 22 22 16 21 20

89
55

202
9

21

55

a

83
60

9
20

60

a

82 82 78 78
64 51 55 59

290 188 195 271
10 9 9 9
22 19 19 21

52

a

51

a

55

a

49

a

SOURCE: Poverty axrnts and PSP eIigihiIIty  counts are tim March Current Population Surveys, 1987 to
1989.

aStandard  errors for the United States totals  implied by the regression and shrinkage estimates for States are
not directly obtainable. Thus, we do not report standard errors for any national estimates.
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.- TABLE It.8

lNDMDUALPOVERTYRA'IESBYSTATE,1986-1988
REoREssIONESIIMATES

(P-t)

Division/
State

Poverty Rates
1986 1987 1988

Standard Errors
1986 1987 1988

New England
Maine
New Hampshire
Vermont
Massachusetts
Rhode Island
COMWtiCUt

Middle Atlantic
New York
New Jersey
Pennsym

East North Cent&
Ohio
Indiana
IlhOiS

Mich igan

WiSUXlSin

West North Central
h4iMeSOtii

Iowa
MiSSOUli

North Dakota
South Dakota
Nebraska

South Atlantic
Delaware
Maryland
District of Columbia
Virginia
West Virginia
North Carolina
South Carolina
Georgia
FlOrida

11.7 11.1 13.1 0.8 1.0 0.4
4.4 3.8 5.0 0.9 1.0 0.7

11.0 10.3 124 0.8 1.0 03
6.7 7.1 9.6 0.9 1.0 0.6
9.3 9.2 11.8 0.8 0.9 03
6.3 6.0 4.2 0.7 0.8 0.8

123
7.9

13.0
8.1

124

ll.8 05 0.6 0.5
65 0.6 0.7 0.7

10.6 03 03 05

13.0 125 11.0 03 0.4 03
129 12.1 10.2 0.4 0.4 0.4
11.6 11.1 103 03 0.4 03
124 121 11.4 03 0.4 0.4
13.9 13.4 123 0.3 0.3 03

10.8
13.0
13.9
14.0
15.1
125
11.5

11.4
9.7

120
121
19.2
17.0
192
16.7
13.2

10.0 8.6 0.4 0.5 0.4
124 10.8 0.4 0.4 0.4
13.4 123 0.3 0.3 0.3
13.0 11.6 0.4 0.5 0.6
14.2 121 0.4 0.5 0.5
11.7 9.9 0.4 0.5 0.4
10.9 9.4 0.4 0.4 0.4

10.8 9.4 03 0.4 03
9.3 a1 0.4 0.5 0.4

13.1 14.1 0.8 0.9 1.0
11.6 10.0 03 0.4 0.4
18.5 16.8 0.5 0.6 0.6
163 15.4 0.4 0.4 03
18.6 17.7 05 05 0.5
16.5 161 0.4 0.5 0.4
127 13.4 0.3 03 0.8

98
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TABLE V.8 (continued)

Division/ Poverty Rates
State 1986 1987 1988

Standard Errors
1986 1987 1988

East  sotltb CentraI
m-e
TenaesSee
AIabama
Mississippi

MOllllEein
Montana
Idaho
w-ng
Colorado
New Mexico
Arizona
Utah
Nevada

P8CitlC
W&iltgtOJl
Oregon
c%iifornia
Alaska
Hawaii

Maiian  state 13.0 12.5 11.8 0.5

united  smes

195 193 179 0.5 OJS 0.6
l&7 18.2 173 05 05 05
a7 205 Xl.0 0.6 0.7 06
253 25.4 25.0 OS LO LO

203
224
185
16.8

14.6 13.6 11.9 0.5 0.5 0.5
14.9 13.3 11.2 0.6 0.6 0.5
14.7 13.8 12.6 0.8 0.9 0.8
13.5 13.3 13.2 0.7 0.8 0.7
19.7 19.0 19.6 0.7 0.8 0.8
129 12.0 11.9 0.3 0.4 0.7
14.3 12.6 11.1 0.6 0.7 0.7
105 9.8 8.6 0.4 0.4 0.5

11.6 11.4 11.1 03 0.4 0.5
13.2 121 11.4 0.4 0.4 0.6
13.5 14.s 14.8 0.6 0.7 0.6
93 10.2 9.9 0.9 1.0 0.9

1Lg 11.1 103 03 0.4 0.4

13.8 13.6 X3.0

20.7

18.2
16.6

20.0 0.6 0.7 0.6
23.2 0.8 0.9 0.8
18.2 0.7 0.8 0.7
17.5 0.7 0.8 0.8

a

05

a

05

a

SCXJRCEz Poverty amts and PSP eligiiility  counts are f%om  Match Current Population Sm 1987 to
1989.

aStandard errors for the United States totais implied by the regression and shrinkage estimates for States are
not directIy  obtainabk  Thus, we do not report standard errors for any national estimates.
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TABLE V.9

~IVIDUAL+  RP EL,IGIBILITY  RATES  BY STATE, 1986-1988
REGRESSION ES7’IMAm

(Percent)

Division/ ESP Eligibility Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

N-m
Maine
New Hampshire
Vermont
Massachw
Rhode Island
Qmm4zialt

Middle Atlantic
New York
New Jersey
Pennsyhmia

East North Central
Ohio

/? Indiana
Illinois
Michigan
WisconSill

West North Central
Minnwta
IoWa
IMi!SOUKi

North Dakow
South Dakota
Nebraska

South Atlantic
Delaware
Maryland
Dimict  of Columbia
Virginia
West  Virginia
North CaroIina
South Carolina
Georgia
FlOrida

14.4
s6

13.6
9.4

11~
8.4

13.6
4.7

8.7
11~
7.0

143
5.4

132
10.2
121
63

1.0
1.1
LO
1.1
1.0
0.9

1.1
Ll
Ll
1.1
1.0
0.9

1.0
1.1
LO
1.1
LO
0.9

15.7 14.9 14.1 0.6 0.7 0.6
10.3 9.5 8.7 0.8 0.8 0.8
15.7 14.8 13.9 0.4 0.4 0.4

15.4 14.9 13.5 0.4 0.4 0.4
15.0 14.3 126 0.5 0.5 0.5
14.1 13.2 124 0.4 0.4 0.4
15.1 14.4 13.3 0.4 0.4 0.4
16.8 16.0 15.4 0.4 0.4 0.4

15.2
16.8
16.2
17.5
14.6
13.6

11.8 10.9 0.5 0.5 05
14.8 13.4 0.5 0.5 05
16.0 14.9 0.4 0.4 0.4
15.5 14.7 05 0.6 0.6
16.9 15.5 0.6 0.5 05
13.9 123 0.5 0.5 0.5
129 115 0.5 0.5 0.5

13.9
121
16.0
14.8
22.9
20.6
23.2
20.6
16.0

12.8
11.0
15.6
13.8
22.2
19.6

19.8
15.1

11.7 0.4 0.4 0.4
10.1 0.6 0.6 0.6
15.3 1.0 1.0 1.0
128 0.4 0.4 0.4
21.2 0.6 0.6 0.6
18.4 0.4 0.4 0.4
20.7 0.6 0.6 0.5
18.6 0.5 0.5 05
14.1 0.4 0.4 0.4



TABLE V.9 (continued)

e’ . ion/
State 1986 1987 1988 1986 1987 1988

East south central
Kentucky
Tennessee
AIabama
Mississippi

WestSOUth-
Arkansas
LmlisiaM
okhhom
Tcgs

Mo~tain
Montana
Idaho
WLoming
Colorado
New Mexiw
Arizona
Utah
Nevada

Pacific
Washington
Oregon
CdifOrnia

Aiaska

Hawaii

Median State 15.7 14.9 13.9 0.6 0.6

united statear

23.7 23.2 22.1 0.6 0.6 0.6
22.9 21.9 20.9 0.6 0.6 0.5
25.4 24.7 23.9 0.7 0.7 0.7
313 30.7 30.1 1.1 1.2 1.1

255
275

16.8 162 14.4 0.6 0.6 0.6
17.0 15.9 13.6 0.7 0.7 0.6
17.0 16.0 16.1 1.0 1.0 0.9
16.3 15.4 16.0 0.9 0.9 0.9
23.6 22.4 229 0.9 0.9 0.9
15.2 14.3 129 0.4 0.5 0.4
16.0 15.0 126 0.8 0.8 0.7
12.6 11.6 10.0 0.5 05 0.5

13.9 13.6 124 0.4 0.4 0.4
15.4 14.4 126 0.5 0.5 0.5
17.6 17.4 17.4 0.8 0.8 0.7
11.7 11.6 13.1 1.1 1.1 1.0
14.1 13.2 121 0.4 0.4 0.4

16.9 16.1 15.5

24.9 23.9 0.7 0.7 0.7
x7 27s 1.0 1.1 LO
21.4 21% 0.9 0.9 OB
195 193 0.8 0.9 0.8

a a

0.6

a

SOURCE Poverty counts  and FSP eligiiility  counts are from March  Current Population Sutqq 1987 to
1989.

%andard  errors fk the United States totals  implied by the regression and skit&age estimates for States are
not direct@ obtainable 7lws, we do not report standard erros  for any national estimates.
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TABLE V.10

NUMBER OF INDIVIDUALS IN POVERTY BY STATE, 1986-1988
REGRESSION ESTIMATES

(‘Thousands of Individuals)
‘i

Division/ Individuals  In Poverty Standard Errors ‘$!
State 1986 1987 1988 1986 1987 1988 h

New E&land
Maine
New Hampshire
Vermont
Massachusetts
Rhode Island
Connecticut

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio
Indiana
IllillOiS

Michigan

WiScXXlSin

West North Central
h4iMesota
IoWa
Missouri
North  Dakota
South Dakota
Nebraska

South  Atlantic
Delaware
Maryland
District of Columbii
Virginia
west virgini
North Carolina
South caroiilla
Georgia
Florida

132 128 157 9 12 5
45 40 54 9 10 8
58 55 66 4 5 2

395 416 562 53 58 35
89 90 119 8 9 3 I

198 189 136 22 25 26

5163 2ZQ zO84 88 106 88
600 609 4% 46 53 53

1336 1,464 la7 35 35 61

1m 131 1ZQ 32 43 33
685 657 562 21 22 22

1322 131 1,173 34 46 34
1,130 1,082 1,051 27 36 37

654 635 579 14 14 14

447 431 382 17 22 18
378 360 304 12 12 11
6% 685 641 15 15 16

91 84 76 3 3 4
105 101 85 3 4 4
203 189 158 6 8 6
280 265 226 10 10 10

73 69 62 2 3 2
438 423 379 18 23 19
72 75 82 5 5 6

679 674 595 17 23 24
370 352 316 10 11 11

1,049 1,016 970 25 25 19
630 613 603 16 17 17

lm4 994 1,001 24 30 25
1351 1556 1,670 35 37 100

1
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TABLE V.10 (continued)

Division/ Individuals in Poverty Standard Errors
State 1986 1987 1988 1986 1987 1988

East Soath Central
-tuckY
TennesSee
Alabama
Mississippi

WCEtSOItthCkUtIWI
Arkansas
xLmisiana
Oklahoma
TexaS

MOtlDW.ll
Montana
Idaho
wodg
Colorado
New Mexico
Arizona
Utah
Nevada

washington
Oregon

CdifOlllia

Ala!&

Hawaii

Mediaa  State 438

6M 704 644 18 22 22
869 864 849 23 2rl 25
833 821 804 24 28 24
660 647 647 23 26 26

488 498
973 975
589 582

574 2,716

120
145
73

426
282
437
237
106

509
356

3467
a

121

ua&e!d  states 32#839

109
132
63

426
280
415
209
101

514
329

4,035
52

l20

426

32&57

488
984

s
95 4 4 4

111 6 6 5
57 4 4 4

426 22 26 23
294 10 12 12
415 10 14 24
184 10 12 12
94 4 4 5

514 l3 18 23
312 11 11 16

4,111 162 1%. 167
47 5 5 4

108 3 4 4

426

31,751

14
35
22

115

15

a

17
39
26

131

17

a

15
34
22

133

18

a

souRcl3 Poverty counts and FSP eligiiility  counts are from March Current Population Surveys,  1987 to
1989.

%tandard errors for the United States totals im@d by the regression and shrinkage estimates for States are
not directly obtainable. Thus, we do not report standard errors for any national estimates
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TABLE V.ll

NUMBER OF INDIVIDUALS ELIGIBLE FOR ‘THE FSP BY STATE, l-1988
REORBSION  ESIIMA’IES

(Tllousands  of rIYldMduals)

Division/ Individuals Eligiile  for the FSP Standard Errors
State 1986 1987 1988 1986 1987 1988

N-W
Maine
New Hampshire
velmont
MassacblJsetts
Rhode Island
connecticut

Middle  Atlantic
New York
New Jersey
Pemsyhmia

EestNorthCentmI
Ohio
Indiana
IllhOiS

MiChigiUi

WiSC0IlSiIl

West North Central
hannesota
Iowa
Missollli
North Dakota
South Dakota
Nebraska

So&b AtIantic
Delaware
Maryland
District of Columbia
Virginia
west Virginia
North CaroIina
south Carolina
Georgia
Florida

162 157 172 11 13 12
56 49 58 11 12 12
72 67 70 S 6 S

SSl 510 598 64 64 64
112 110 x22 10 10 10
262 219 2al 28 28 29

%768 2,617 z494 106 123 106
782 716 664 61 60 61

w7 1,743 l@S 47 47 48

1,647 15% 1,470 43 43 44
79s 780 698 27 27 28

1,610 1321 L411 46 46 45
1371 1w lZ.4 36 36 37

790 758 722 19 19 19

528
442
840
10s
122
236
331

88
546
%

834
442

1270
763

1m
1m

So9 484 21 22 22
429 376 1s 1s 14
817 775 20 20 21
101 % 3 4 4
120 109 4 4 4
225 1% 8 8 8
314 276 12 12 12

81
SO0
89

801
423

1,218
736

1,193
1H

77
469
88

764

&Z
7o!T

US7
L7@

3 3 3
27 27 28
6 6 6

22 23 24
12 11 11
25 25 2S
20 20 17
30 30 31
47 49 So
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TABLE V.ll (continued)

Division/ Individuals Eligible for the FSP Standard Errors
State 1986 19S7 1988 19% 1987 1988

west!3oa&cetltaal
Arkansas
L4mislana
Oklahoma
TexaS

Moontaln
Montana

ELirIg
Colorado
New Mexico
Arizona
Utah
Nevada

Mdiul state

1,024 990
817 783

5% 600 585 16 17 17
1,192 w5 1,169 43 48 42

709 684 686 29 29 25
3323 3,181 3319 131 147 133

138 129 114 5 5 5
166 158 135 7 7 6
84 73 73 5 5 4

516 493 517 28 29 29
338 330 342 -- 13 13 13
515 493 450 14 17 14
266 249 209 13 13 12
127 119 108 5 5 5

609 610 572 17 18 18
4l5 391 343 14 14 14

4,756 4&34 4,841 217 223 195
61 60 63 6 6 5

145 142 127 4 4 4

546

united states a3aJ

797
&U

%o
719

517

37,692

21
28
28
W

m
a

22
28
28
31

m
a

22
25
28
28

19

a

SOURCE: Poverty counts and FSP eiigibflity counts are &om March Current Population Surveys, 1987 to
1989.

aStandard  errors for the United States totals implied by the regression and shrinkage estimates for States are
not directiy obtainable. Thus, WC do not report standard errors for any national estimates.
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TABLE V.12

ADJUSTED INDIVIDUAL FSP PARTICIPATION RATES  BY STATE,  198&1%8
REGRESSION ESTMATES

(Percent)

Division/
State

Adjusted FSP Participation Rates
1986 1987 1988

stalldard Errors
1986 1987 1988

N-W
Maine
New Hampsbire
Vermont
Massachusetts
Rhode Island
c.!Qnnecticut

MiddIe  Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio
Indiana
IlliUOiS

MiChigiUl

WiSC0IhSh

West North Central
MiIllleSOul

IoWa
Missouri
North Dakota
South Dakota
Nebraska

South Atlantic
Delaware
Maryland
District of Columbia
Virginia
West virginia
North Carolina
South CaroIilla
Georgia
FlOrida

64.6 58.1 47.2 45 4.7
373 36.9 318 7.4 &7
48.1 49.2 45.6 3.6 4 3
55.1 57.1 so.4 6.4 7.2
54.7 524 44.9 4.6 4.7
46.5 50.2 53.8 5.0 6.5

58.2 60.4 58.6 2.2 2 9
53.0 50.3 52.1 4.1 4.2
52.7 52.9 54.2 1.4 1.5

64.8 65.9 70.1 1.7 1.8
42.5 38.7 40.0 1.4 1.4
65.4 66.9 703 1.9 2 0
64.1 66.0 70.0 1.7 1.8
43.2 42.3 40.5 1.1 1.1

42.3 445 48.6 1.7 1.9
45.2 433 43.4 15 1J
433 45.0 493 1.0 1.1
33.9 33.2 37.6 1.1 13
43.4 43.1 45.5 1.5 13
40.1 42.5 46.0 1.4 1.6
34.5 37.4 42.3 13 1 5

33.2 33.3 36.9 1.0 1.1
467 47.7 47.7 2.3 2 6
64.1 63.4 64.4 4.0 4.1
39.1 383 42.1 1.1 1.1
58.3 593 61.9 1.6 1.6
33.2 31.8 326 0.7 0.7
38.8 35.5 353 1.0 1.0
38.2 37.7 39.5 1.0 1.0
31.0 32.0 35.4 0.8 0.9

106

33
65
35
5.4
3.7
7.7

25
4.8
L6

21
lb
23
21
Ll

22
t6
13
15
1-5
L9
ls

l3
28
A2
L3
L8
a7
03
11
Lo



TABLE V.12 (oontinued)

Division/ Adjusted FSP Participation Rates Standard Errors
State 1986 1987 1988 1986 1987 19a

Eastsouthceutral
-=e
TeIlIlC%SCC
Alabama
Mississippi

west south  ceutral
Arkansas
Louisiana
Okli3IlOiM
TexaS

Mountain
Montana
Idaho
Wyoming
Colorado
New Mexico
ArizQna
Utah
Nevada

Pdtk
Washington
Oregon
ChIwnia
Alaska
Hawaii

Maliau State 433

uuited states 45.8

455 452
44.9 426
581 622

35.8
39.6

40.8
34.6
321
34.6
44.0
37.6
W.2

46.8 47.1 51.9 1.4 1.4 1.7
51.5 50.9 57.5 1.7 1.8 23
327 320 328 1.5 1.5 13
43.0 48.6 39.1 4.1 4.6 3.0
61.2 57.6 60.8 1.8 1.8 2 0

s7.6 L6 1.4 L6
46.6 L2 13 Ll
43.0 13 L2 13
61.4 21 25 2 3

37.2 37.6 1.1 1.1 1.1
61.1 59.9 2 1 2 s 2 2
39.0 373 1.5 1.7 1.4
44.7 43.7 1.6 21 1.8

43.9 47.0 1.5 1.6 2 0
36.6 43.9 1.4 1.6 1.9
35.5 34.8 1.9 2 2 2 0
38.5 38.8 1.9 23 2 2
44.4 39.8 1.7 1.8 1.6
41.2 53.4 1.0 1.4 1.7
34.1 429 15 1.8 2 4
27.8 343 1.1 1.2 1.7

44.4

46.4

45.5 1.5 1.6 1.8

475 a a a

SOURCE: Poverty counts and FSP eIig.iiiIity  counts are from March Current Population Smwys,  1987 to
1989. FSP participath counts are from Food  Stamp Program Statistical Summary  of
Operations data, adjusted for errors in issuance.

%tandard  errors  for the United States totals  Implied by the regression and shrinkage estimates for States are
not directly obtahabk  Thus, we do not report standard errors for any national  estimates.
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TABLE V.13

INDMDUAL POVERTY RATES BY STATE, 1988
ALTERNATIVE REGRESSION ESTIMATES

(Percent)

Division/
State

Poveny Rates standard Errors
Best Model Next-Best Model Best Model Next-Best Model

NmEngland
Maine
New Hampshire
Vermont
Massachusetts
Rhode Island
Qmtwticut

Middle Atlantic
New York
New Jersey
Pennsyhmia

Emst North  Central
Ohio
Indiana
IllillOiS

Michigan
WiScOIISiIl

West North Central
MiMeSOta

IOWa

h4i!xOuri

Noxth Dakota
South Dakota
Nebraska

South  Athntk
Delaware
Maryland
District of Columbia
Virginia
west virginia
North  Carolina
South carolina
Georgia
Florida

13.1 1.20 0.4 09
5.0 4.4 0.7 0.9

XI.4 11.1 03 0.9
9.6 8.7 0.6 0.9

11% 10.2 03 0.8
4.2 5.4 0.8 0.8

11~ 121
6.5 75

10.6 11.7

11.0 11.3 0.3 03
10.2 10.5 0.4 0.4
10.3 10.5 0.3 0.4
11.4 11.1 0.4 0.3
12.3 12.9 03 03

8.6 9.1 0.4 0.4
10.8 11.1 0.4 0.4
123 12.5 03 03
11.6 122 0.6 0.5
121 129 0.5 05
93 102 0.4 0.4
9.4 9.6 0.4 0.4

9.4 9.8 03 0.4
81 8.5 0.4 0.5

14.1 13.2 LO 02
10.0 10.8 0.4 0.4
16.8 17.8 0.6 OS
15.4 15.5 03 a4
17.7 17.4 0.5 0.4
16.1 15.7 0.4 0.4
13.4 11.9 0.8 03
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TABLE VA.3 (mntinued)

Division/
State

Poverty Rates Standard Ehors
Best Model Next-Best Model Best Model Next-Best Model

East south  ceutral
Kentucky
TCMISSCIZ
Alabamit
h4isissippi

17.9 18.7 0.6 0.5
173 17.6 0.5 0.5
20.0 20.2 0.6 0.6
25.0 25.5 1.0 0.9

west south central
Arkansas
Louisiana
oklahoma
TaaS

20.0 20.2 0.6 0.6
232 23.1 0.8 0.9
18.2 18.2 0.7 0.7
175 16.5 0.8 0.7

MOMtJkh
Montana
Idaho

ZZf
New Mexico
Arizona
UtZdl
Nevada

lL9 11.9 05 05
11~ 113 05 0.5
126 13.2 0.8 0.8
13.2 13.2 0.7 0.7
19.6 19.0 0.8 0.7
11.9 10.8 0.7 0.4
IL1 103 0.7 0.6
8.6 8.4 0.5 0.4

PWiilC
Washington
Oregon
CXifOrnia

Alaska

Hawaii

11.1 10.4 0 5 0.3
11.4 10.5 0.6 0.4
14.8 14.9 0.6 0.6
9.9 10.9 0.9 0.8

10.3 10.1 0.4 0.3

Iuedian  state 11.8 11.7 0.5 0.5

a aunited sbm!s l3.0 13.0

SOURCE: Poverty counts and FW eligibility  oounts arc from March Current Population Surveys, 1987 to
1989.

%mdard  error for the United States totais  implied by tht regression and sMnkage  estimates for States are
not dhecrly  obtainabk Thus, we do not report standard errors for any national  estimates.
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TABLE V.14

INDIVIDUAL POVERTY RATES BY STATE, 1986-1988
SHRINKAGE ESTIMAlES

(Percent)

Division/ Poverty Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

New Engiand
Maine
NewHampshire
Vermont
Massa&usetts
Rhode Island
Connecticut

MiddIe Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio
Indiana
Iuinois
Michigan
WiScOnSin

West North CentanI
Minnesota
IOWii

MissOuri

North Dakota
South Dakota
Nebraska
Kansas

South Atlantic
Delaware
Maryland
District of Columbia
Virginia
West virginia
North Carolina
South CaroIina
Georgia
FlOrida

113
42

1LO
8S
9.4
63

lL4
3.6
99
(LO
m
65

Ll
0.9
Ll
0.9
LO
0.9

L2
0.9
1~
03
1.1
1.0

Lo
02
02
Q7
09
09

129 14.0 127 0.7 0.7 0.7
8.4 8.6 63 0.8 0.9 0.6

11.2 11.0 10.4 0.7 0.8 0.7

128 13.2 11.8 0.8
12.6 11.7 10.2 0.9
123 13.0 11.5 0.8
13.0 121 11.8 0.8
128 10.8 10.7 0.9

11~ 10.7
128 l3.1
13.9 13.6
13.6 126
15.2 14.5
126 11.8
113 105

9.4
10.4

115
126
10.0
9.1

0.9
0.9
0.9
1.0
1.0
1.0
0.9

11.6 9.4 9.1 0.9
9.5 9.5 8.6 0.9

122 133 14.2 1.1
11.2 10.7 10.2 0.9
19.5 19.4 16.6 1.0
15.9 153 13.8 0.9
18.4 173 16.9 1.0
15.8 15.7 15.4 0.9
11.6 128 13.6 0.4

0.9
1.0
0.9
0.9
1.0

1.1
1.1
1.0
1.1
1.1
1.1
1.1

1.0
1.0
13
1.0
1.2
1.0
1.1
1.0
0.4

0.7
0.9
0.7
0.7
0.9

0.9
0.9
0.9
1.0
1.0
1.0
02

0.9
02
L2
0.9
1.1
0.7
1.0
1.0
0.7

:t-
by
t-

r

il

I

[.

t

t

L
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TBLE V.14 (continued)

Division/ Poverty Rates Standard Enors
State 1986 i987 1988 1986 1987 1988

East south central
Kentucky
TennesseC
Alabama
Mississippi

west sontb central
Arw
Louisiana
Oklahoma
Ta;as

MOlUlW
Montana
Idaho
Wyoming
Colorado
New Mexico
Arizona
Utah
NCKida

Pacilk
Washington
Oregon
California

Alaska
Hawaii

Median State 128 128 11.8 0.9

united states

18.8 183 17.4 1.0 1.2 1.1
183 17.8 17.1 1.0 1.1 1.0
21.1 20.5 19.4 1.1 1.2 1.1
25.1 25.0 24.6 13 1.4 1.4

20.6

175
17.1

14.7 14.7
l53 13.4
14.7 129
13.6 13.1
19.9 19.2
13.1 121
135 11.6
9.6 10.1

11.8 11.4 10.5 0.9 1.1 0.9
127 123 11.3 0.9 1.1 1.0
13.0 13.0 13.8 0.6 0.6 0.7
10.3 11.0 103 1.0 1.1 1.1
11.4 10.2 10.5 0.9 1.0 0.9

13.6 x3.5 13.0

20.8 19.8 1.1 1.2 1.1
23.2 22.8 1.1 13 1.2
17.8 17.9 1.1 1.2 1.1
16.8 17.8 0.8 0.9 0.9

115
120
13.2
20.2
125
10.8
8.7

1.0
1.0
1.1
1.0
1.1
0.9
1.0
0.9

1.2
1.2
12
1.2
13
1.1
1.1
1.1

1.0
1.0
1.1
1.1
1.1
1.0
1.0
0.9

a

1.1

a

0.9

a

SOURCE Poverty counts and FSP cIigibiIity  counts are from March Current Population Sweys,  1987 to
1989.

%andard  errors for the United States totals  implied  by the regression and &xi&age  cstimatcs  for States are
not direcUy obtainable Thus,  we do not report standard errors for any national  estimates.
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TABLE V.15

INDIVIDUAL FSP ELIGIBILITY RATES BY STATE, 1986-1988
SHRINKAGE ESTIhdAlES

(Percent)

Division/ FSP Eligibility Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

N-W
Maine
New Hampshire
Vermont
IvIassacIll&wts
Rhode Island
QXI3laxicllt

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio
Indiana
IUillOiS
Michigan
WiSWnSitl

West North  C.!entraI
Minnesota
IOW8
Missowi
North Dakota
South Dakota
N&a&a

south  Atlantic
Delaware
-land
District of Columbia
Virginia
West Virginia
North Carolina
south Carolina
Georgia
Florida

14.2 13.9 14.4 L3 1.4 L4
53 55 6.9 1.0 Ll L3

133 11.6 120 13 13 13
105 9.8 10.7 LO 1.0 0s
l20 10.9 11.9 13 13 L3
&l 7.6 6.0 1.1 1.2 1.1

15.8 16.4 15.5 0.8 0.8 0.8
10.3 9.5 7.9 0.9 0.9 0.7
13.0 13.3 13.5 0.8 0.9 0.8

15.1 15.0 14.7
15.2 14.1 12.0
15.3 15.2 13.7
14.8 13.9 12.6
14.8 13.0 11.6

13.1 124 11.4
15.2 15.0 126
16.1 155 14.4
15.2 13.8 13.0
18.0 17.9 14.8
1s.S 13.6 126
13.6 128 11.8

14.4 11.8 11.4
123 10.6 10.1
15.7 15.6 15.1
133 12.9 127
24.3 235 20.8
195 18.5 16.9
220 21.1 19.8
19.9 18.9 17.9
14.3 15.8 15.0

0.9
1.1
0.9
0.9
1.1

1.1
L2
1.1
L2
1~
1~
1.2

1~
1.1
1.4
1.1
13
1.1
1.2
1.1
0.5

0.9
1.1
0.9
1.0
1.1

1.2
1.2
1.1
1.2
13
13
1.2

1.2
1.1
1.5
1.2
1.4
1.2
1.3
1.2
0.5

0.8
1.2
0.9
0.8
1.1

1.2
13
1.2
1.1
12
13
1~

1~
1.2
1.4
1.1
13
0.9
13
1.2
0.8
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TABLE V.15 (continued)

Division/
State

FSP EiigibiIity Rates Standard Errors
1986 1987 1988 1986 1987 1988

East south  central
Kentuc%,
TClmM
AIabama
Mississippi

west south central
Arkansas
Louisiana
oki&oma
TCXBS

Mountain
MOnuuu!
Idaho
wyo-g
Colorado
New Mexi~
Arizona
U t a h
Nevada

Washington 14.6 13.0 113 1.2 1.2 1.1
Oregon 14.8 14.6 13.2 1.2 1.3 13
chlibmia 15.5 15.0 15.4 0.6 0.7 0.8
Alaska 14.5 13.8 13.7 1.3 1.3 1.4
Hawaii 14.3 127 128 1.2 1.2 1.2

Mtdlan state 153 14.8 13.7 1.2

united !states

23.1

26.0
31.6

253 24.9 23.8 13 1.4 1.4
272 26.6 273 1.4 1.4 1.5
2Ll 21.7 21.8 13 1.4 1.4
ZLO 20.0 19.8 0.9 1.0 03

167 17.1 14.9 1.2 13 13
17.5 16.5 14.6 13 13 13
17.0 14.2 14.1 1.4 1.4 1.4
16.5 14.8 15.6 13 13 1.4
233 22.7 24.0 13 1.4 1.4
15.9 14.9 135 1.2 1.2 1.2
15.4 14.7 13.1 1.2 13 13
11.1 128 10.6 1.1 13 1.2

16.6

224 2 2 0 13 1.4 1.4
216 21.1 1.2 1.3 13
253 24.1 1.3 1.4 1.4
30.6 29.9 1.5 1.6 1.6

15.9 15.1 a

1.2

a

1.2

a

SOURCE Poverty cows and FSP digibIliyoounts  arc from March  Current Popdation  Spmgs, 1987 to
1989.
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TAEIS  V.16

NUMBER OF INDIVIDUALS IN POVERTY BY SA’IE, 1986-1988
SHRINKAGEESTKh4ATES
(7bousands  of Jndividuals)

Dwisionl Individuals In Poverty standard Errors
State 1986 1987 1988 1986 1987 1988

N-rrwinna
Maine
New  Hampshire
Vermont
Massachusetts
Rhode Island
Connecticut

Middk Atlantic
New York
New Jersey
Pennsyhmia

EestNOlthCmtlYbl
Ohio
Indiana
IlliIlOiS

Michigan

WiSCQnSitl

West North Central -.
Minnesota
Iowa
IMiSSOUri

North Dakota
South Dakota
Nebraska

soathAtimtic
Delaware
Maryland
District of Columbia
Virginia
west v@illia
North Carolina
south arolina
Georgia
Florida

127 131 l55 12 14 l2
42 38 61 9 9 10
58 53 59 6 6 5

475 465 518 53 52 41
89 86 113 10 11 9

1% 206 l35 28 31 29

2&O
646

1m

123 123 123
61 68 46
82 w 85

137 1,410
670 636

1,411 1,496
1,183 1,082

601 509

562
1210
1,084

502

86 % 76
48 5s SO
92 104 79
73 80 65
42 47 42

461 462 416 37 47 40
371 381 292 26 32 25
695 693 642 45 51 47

88 82 15 7 7 7
106 103 89 7 8 7
203 192 160 16 18 16
273 254 217 22 27 22

74 60 60 6 6 6
428 428 401 41 4S 42

74 76 82 7 7 7
631 623 m7 51 58 54
375 370 313 19 23 21
981 w9 868 56 62 44
6% 573 576 33 36 34
953 948 958 54 60 62

1370 137s 1,693 47 49 87
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TABLE V.16 (continued)

Division/ Individuals In Poverty Standard Errors
SulU 1986 1987 1988 1986 1987 1988

670
s2
%4%
656

627
839
780
636

36
47
44
34

44
52
48
36

40
49
44
36

482
%6
558

2793

501
1,~

567
z74J3

26
48
35

131

29
56
38

147

27
51
35

150

121 117 99 8 10 8
149 133 114 10 12 10
73 59 55 5 5 5

431 422 426 32 39 36
286 283 302 16 19 16
443 418 436 30 38 35
223 192 179 17 18 17

97 103 95 9 11 10

518 5x2 483 39 49 42
344 334 308 24 30 27

3,512 3,617 3,841 162 167 195
53 56 49 5 6 5

116 110 111 9 11 9

Median State 461 436 33

uuite!d states 32,327

462

32&l 31366 a

38

a

35

a

west south central
Arkansas
Louisiana
Oklahoma
TexaS

Mountain
Montana
Idaho
Wyoming
Colorado
New Me&o
Arizona
Utah
Nevada

Padtic
WaShington
Oregon
CiWOd

A l a s k a

Hawaii

SOURCE Poverty counts and FSP eligiiility  counts arc from March Current Population Surveys, 1987 to
19#.

aStmdard  errors for the United States totals implied by the regression and shrinkage c&nates  for States are
not directly  obtainabk Thus, we do not report standard errors for any national estimates.
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TABLE V.17

NUhkR OF INDIVIDUALS ELIGIBLS  FOR THE FSP BY SI’ATE,  E&1988
SHRINIUGEESTMATES

(Thousands of Individuals)

Division/ individuals Eligible for the FSP Standard Errors
State 1986 1987 1988 1986 1987 1988

*er*Englaad
Maine
NeWHZllphk
Vermont
Massachusetts
Rhode Island
coIlnectiaat

lmddleAtlaotk
New York
New Jersey
Pennsyw

EastNOl-thCtlMd
Ohio
Miana
IlhOiS

Michigan

Wisconsin

West North Central
MiMesota
IoWa
h4issoul-i
North Dakota
South Dakota
Nebraska

SmthArlmtic

e
District of columbia
Virginia
West Virginia
North Carolina
South Carolina
Georgia
Florida

160 160 173 15 16 17
53 58 75 10 12 14
70 62 64 7 7 7

614 572 627 58 58 47
114 107 120 12 13 13
2.53 239 192 34 38 35

Z778
785

1,532

z733 141 141 141
603 69 68 53

1,636 94 106 97

1,616 l&J6 1,603 % 96 87
807 768 664 58 60 66

1,751 1,754 1554 103 104 102
1349 1241 1,162 82 89 74
-695 615 5 4 5 52 52 52

541
442
805

99
125
251
331

92
554

95
748
468

lZo5
723

1,199
1,684

534 504 45 52 53
436 355 35 35 34
790 749 55 56 62
90 85 8 8 7

127 105 8 9 8
221 202 19 19 21
311 283 29 29 29

75 75 8 8 8
480 470 50 so 56

89 87 8 9 8
749 758 62 70 66
449 391 25 27 24

1,149 1,067 68 7s 57
6% 674 39 43 44

1,138 1,115 66 72 75
1s 1,875 59 61 100
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TABLE V.17 (continued)

Division/ Individuals Eligible for the FSP Standard Errors
State 1986 1987 1988 1986 1987 1988

East souttl  central
Kentucky
Tennessee

Mississippi

west south  central
Arkansas
Louisiana
Oklahoma
TaaS

IKountaln
MOIltana
@ihO

wmlng
Colorado
New Mexico
Arizona
Utah
NeMda

PWlflC

Washington
Oregon
California
Alaska
Hawaii

Median  state

united  states

822 818 793 46 51 so
1,046 l,W 1,034 56 62 64
1,047 1,012 96% 52 56 56

825 781 774 39 41 41

593
1,180

672
3,438

137
170
84

521
334
538
256
112

638
400

4,198
75

146

554

39,172

600
1,150

694
3w

137
164
65

47s
335
514
244
131

584
397

4,177
71

137

534

x402

582 30 34 34
1,160 61 61 64

686 41 45 44
3304 147 163 150

118 10 10 10
145 13 13 13
64 7 6 6

505 41 42 45
359 19 21 21
471 41 41 42
218 20 22 22
1 1 5 11 13 13

523 52 54 51
360 32 35 35

4290 162 195 223
66 7 7 7

135 12 13 13

505 41 42

37,212 a a

44

a

SOURCE: Poverty counts and FBP eligibility counts  arc from March Current Population Suveys, 1!387 to
1989.

%tamian! errors  for the United States totals implied by the regression and shrhkage estimates ibr States are
not dircctiy obtainable. Tim,  WC do not report  standard errors for  any national cstimatm.
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TABLE V.18

ADJUSTED INDIVIDUAL FSP PARTICIPATION RATES BY STATE, 19861988
S-GE-TES

(peraat)

Division/ Adjusted FSP Participation Rates Standard Errors
State 1986 1987 1988 1986 1987 1988

New England
Maine
New Hampshire
Vermont
Massachusetts
Rhode IsIand
Connecticut

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio
Indiana
IlhOiS

Michigan
Wisconsin

West North  Central
Minnesota

IaWa
h4issouri
North Dakota
South Dakota
NebraSka

South AtIarltic
DeIaware
Maryland
District of Columbia
Virginia
west virginia
North Carolina
South Carolina
Georgia
Florida

65.5 56.8 468 6.0 5.7 4.6
40.2 31.4 24.7 7.6 6.3 4.7
49.2 53.2 50.2 4.8 6.0 5.4
49.4 50.9 48.0 4.7 5.2 3.6
53.7 54.1 45.7 5.8 6.5 5.0
48.1 46.1 56.0 6.5 73 103

58.0 54.7 53.5 3.0 27 28
528 50.2 57.5 4.6 4.8 5.1
63.6 58.7 55.9 3.9 4.0 33

66.0 65.4 643 4.0 3.9 35
41.8 39.3 421 3.0 3.1 42
60.1 58.0 63.9 3.5 3.4 42
65.2 68.4 73.7 4.0 4.9 4.7
49.1 52.2 53.7 3.7 4.4 5.1

41.3 424 46.6 3.5 4.1 4.9
45.2 42.6 46.1 3.6 3.4 4.4
45.2 46.5 51.1 3.1 3.3 43
36.0 37.2 427 28 3.3 3.6
423 40.8 47.5 28 3.0 3.9
37.8 433 44.8 29 3.8 4.6
34.4 37.8 41.1 3.0 3.5 4.2

31.9 36.2 37.8 27 3.7 4.0
60 49.7 47.6 4.1 5.2 5.7
65.4 63.5 65.1 5.9 6.1 61
43.6 41.0 42.5 3.6 3.8 3.7
55.0 56.0 63.0 3.0 33 II)
35.0 33.7 35.4 20 22 J3
41.0 37.5 36.9 23 23 24
39.6 39.5 41.0 2.2 25 28
34.8 30.6 33.2 1.2 1.0 L8

i

I
I
f

I

I

L
t

I
I
t

I
i
i.
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TABLE V.18 (continued)

DiViSiOU/

State
Adjusted FSP Participation Rates

l936 1987
Standard Errors

1986 1987 1988

EastsouthcaltraI
-tacky
Tennessee
Alabama
Mississippi

WcstSORlthCt%ltld
Arkana
Louisiana
OkhbOllU3
TUBS

Moamtaio
MOIHlllU
Idaho
wyomins
Colorado
New Mexico
Arizona
Utah
Nevada

PtUifk
Washington
Oregon
Qlif0l-h

Alaska
Havmii

Mediaa state

united states

387
56.8
37.8

4l.l 415 45.4 3.0 3.2 4.0
33.7 35.2 40.9 25 28 3.7
320 40.1 39.6 27 4.0 3.9
343 40.0 39.8 27 35 3.6
44.5 43.8 37.9 25 27 22
35.9 39.6 51.0 27 3.2 4.5
30.4 34.8 41.1 24 3.1 4.1
29.8 25.2 32.3 3.0 26 3.7

44.7
53.4
37.0
34.8
60.5

44.0

47.1

45.9
41.6
624

37.2
613

435

49.1
50.1
37.0
41.0
59.7

433

47.0

426
61.8

37.8 2.0 21 22
603 29 3.2 33
373 23 25 24
43.9 1.7 22 20

56.8 3.7 4.5 5.5
54.7 4.3 4.5 5.4
37.0 1.4 1.7 1.9
37.4 3.2 3.9 3.9
57.3 5.1 5.7 5.4

46.1

48.1

3.5 3.5 3.7
25 28 29
22 23 25
27 3.3 33

3.0

a

3.4

a

3.9

a

SOURCE Poverty wunts and FSP eIigibiIity  axmts  are from March Current Population Surveys, 1987 to
1989. FSP participation counts ate from Food Stamp Porgram  Statistical Summary of
operations da& adjusted f& errors in isspanae.

%Standard  errors  for the United States totah implied by the regression and shrinkage estimates ik States are
not dhxtty  obtainable. Thus, WE do not report standard erron  for any national c&ma~
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TABLE V.19

INDIVIDUAL POVERTY RATES BY STATE, 1988
AJXERNATIVE  SHRINKAGE ESTIMATES

(Percent)

Division/ Poverty Rates Standard Errors
State Best Model Next-Best Model Best Model Next-Best Model

N=V
Maine
NewHampshire
Vermont
Massachusetts
Rhode  Island
Colltlecticut

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio
Indiana
IUillOiS

Michigan
Wisconsin

West North  Central
Minnesota
IOWa

h4issOuri

North Dakota
South Dakota
Nebraska

South Atlantic
Delaware
Maryland
District of Columbia
Virginia
west Virginia
North Carolina
South Carolina
Georgia
Florida

5.6 5.4
1Ll 10.0
as 85

112 10.0
4.2 4.7

Lo
03
0.9
0.7
0.9
0.9

L2
1.1
1.1
0.7
1.1
0.9

127 12.8 0.7 0.8
6.3 6.5 0.6 0.6

10.4 10.7 0.7 0.7

11.8 120 0.7 0.7
10.2 10.4 0.9 1.0
11.5 11.7 0.7 0.8
11.8 11.7 0.7 0.8
10.7 10.8 0.9 0.9

9.4
10.4

115
126
10.0
9.1

0.9
0.9
0.9
1.0
1.0
1.0
0.9

1.0
1.0
1.0
1.0
1.0
1.1
LO

9.1 9.4 0.9 1.0
8.6 8.9 0.9 1.0

14.2 13.4 1.2 1.2
10.2 10.8 0.9 1.0
16.6 17.6 1.1 1.1
13.8 13.6 0.7 0.8
16.9 16.7 1.0 1.1
15.4 15.0 1.0 1.0
13.6 13.0 0.7 0.7

f

I

I

L.
t

1
i
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TABLE V.19 (continuexl)

Division/ Poverty Rates
State Best  Model Next-Best Model

Standard Errors
Best Model Next-Best Made1

East south central
Kentucky 17.4 18.2 1.1 1.1
Tennessee 17.1 175 1.0 1.1
Alabama 19.4 19.7 1.1 12
Mississippi 24.6 25.4 1.4 1.4

Mouutaln
Montana
Id&O

Wyo~g
Colorado
New Mexico
Arizona
Utah
NeVads

125 127 1.0 1.1
115 11.7 1.0 1.1
120 123 1.1 1.2
13.2 13.2 1.1 1.2
20-2 20.0 1.1 1.2
125 11.7 1.0 1.1
10.8 10.2 1.0 1.1
8 7 8.4 0.9 1.0

Washington lo.!5 9.7 0.9 1.0
Oregon 113 10.5 1.0 1.1
CdifOl-tlh l3.7 0.7 0.8
Alaska 10.3 11.0 1.1 13
Hawaii 10.5 10.4 0.9 1.0

xailan state 11.8 11.7 0.9 1.0

ueieed smes l3.0 l3.0 a a

SOURCE: Poverty counts and FSP cligiiility wunts are from h+iar& Current Population Surveys, 1987 to
1989.

%andard  en-on for the United Stats totals  implied by the regression and shrinkage estimates for States arc
not directly obtainable. Thus, we do not report standard errors for any national estimates.



TABLE It.20

INDIVIDUAL FBP ELIGIBILITY RATES BY STATE,  1988
ALTERNATIVESHRINKAGEESI’IMATES

(Percent)

Division/
State

FSP Eligibility Rates standard Errors
Estimated standard Inflated standard EstimatedStalldard  InilatedStmdard

Errors used Errors used ERQrsUsed ErrorsUsed

NmErwlnnd
Maine
New Hampshire
Vermont
Massachusetts
Rhode Island
connecticut

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
fi. Ohio

Indiana
JlhOiS

M i c h i g a n

WiSCYXlSin

West North Central
MilUleSOta

Iowa
Missouri
North Dakota
South Dakota
Nebraska
Kansas

South  Atlantic
Delaware
Maryland
District of Columbia
Virginia
west Virginia
North CaroIina

. southcarolina
Georgia
FlOrida

14.4 14.4 1.4 13
6.9 6.5 13 13

120 126 13 13
10.7 10.6 0.8 0.9
11.9 121 13 13
6.0 6.1 1.1 1.1

15.5 15.1 0.8 0.9
7.9 8.1 0.7 0.8

13.5 13.6 0.8 0.8

14.7
120
13.7
126
11.6

143

133
X2.8
13.0

0.8 0.9
13 1.1
09 0.9
0.8 0.8
1.1 1.0

11.4 11.2 1.2 1.1
12.6 129 1.2 1.1
14.4 14.5 1.2 1.1
13.0 13.7 1.1 1.1
14.8 15.0 1.2 1.1
12.6 124 13 1.2
11.8 11.6 1.2 1.1

11.4 11.5 12 1.1
10.1 10.1 l.2 1.1
15.1 15.0 1.4 13
127 127 Ll 1.1
203 20.7 L3 L2
16.9 17.2 0.9 0.9
19.8 20.0 13 1.2
17.9 18.0 L2 1.1
15.0 14.7 0.8 0.8
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TABLE V.20 (co&wed)

Division/
State

FSP EIigiiility Rates Standard Errors
Estimated Standard Inflated Standard Estimated Standard Iuflated  Standard

Error!J  used Errors used Errors  used Errors used

Eastsouthcen!raI
K-=Q 220 21.8 1.4 13
TCnn~ 21.1 20.7 13 13
Alabama 24.1 23.6 1.4 13
Mississippi 29.9 29.4 1.6 1.6

WtSt!hthCUltd
Arkansas 23.8 23.5 1.4 13
Louisiana 273 27.1 1.5 1.5
Oklahoma 21.8 21.6 1.4 1.4
TenrS 19.8 19.7 0.9 1.0

Mountain
Montana 14.9 14.6 1.3 1.2
Idaho 14.6 14.1 13 1.2
Wyoming 14.1 15.0 1.4 1.4
Colorado 15.6 15.8 1.4 13
New Mexico 24.0 233 1.4 1.4
Arizona 13.5 13.2 1.2 1.1
Utah 13.1 12.9 13 1.2
Nevada 10.6 103 13 1.1

P&EC

Washington 113 11.7 1.1 1.1
Oregon 13.2 12.9 13 1.2

15.4 15.8 0.8 0.9
13.7 13.5 1.4 1.4

Hawaii 128 12.4 1.2 1.1

Median State 13.7 13.7 1.2 1.1

united  states 15.1 15.1 a a

SOUR= Poverty counts and FSP eIigiiiIity  ~)unts are from h-larch Current Population Surveys, 1987 to 1989.

aStandard errors for the United States totaIs imp&d by the regression and shrinkage  estimates for States are not
direct@ obtainabk Thps,  m do not report standard errors  for any MtiOnaI  c!%imatc%

3
J
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TABLE V.21

INDIVIDUAL POVERTY RATES BY STATE, 1988
ALTERNATIVE ESTIMATION METHODS

op=nt)

Division/
State

Poverty Rates Standard Errors
Sample Regression Shrinkage Sample Regression Shrinkage

Estimates Estimates Estimates Estimates Estimates Estimates

Nm England
Maine
New Hampshire
Vermont
h4assachusetts
Rhode Island
cOMecticut

Middle Atlantic
New York
New Jersey
PCImSylvaIlia

East North Central
n Ohio

Indiana
IlklOis

Michigan
WiScOnSin

West North Central
h4iMeSOta

IoWa
MbS0UI-i

North Dakota
South Dakota
Nebraska

soutll AtIall~

gz
Distxict of Columbia
Virginia
west Virginia
North  Carolina
South  Carolina
Georgia
Florida

13.2 13.1
67 5.0
81 124
8.5 9.6
9.8 11.8
4.0 4.2

1.9 0.4 LO
1.5 0.7 03
L7 03 03
0s 0.6 0.7
1.8 03 03
1~ 0.8 0.9

13.4 11.8 127 0.9 0.5 0.7
6.2 65 6.3 0.7 0.7 0.6

10.3 10.6 10.4 0.8 05 0.7

12.4 11.0 11.8 0.9 0.3
10.1 10.2 10.2 1.7 0.4
12.7 10.3 11.5 1.0 0.3
121 11.4 11.8 0.9 0.4
7.8 12.3 10.7 1.5 0.3

11.6 8.6
9.4 10.8

127 123
11.6 11.6
14.2 121
103 9.9
81 9.4

9.4
10.4

10.0
9.1

1.8 0.4
1.6 0.4
1.9 0.3
1.6 0.6
1.7 0.5
2.1 0.4
1.5 0.4

86 9.4 9.1 l.6 03
9.8 8.1 8.6 1.7 0.4

15.2 14.1 14.2 21 1.0
10.8 10.0 10.2 1.5 0.4
17.9 16.8 16.6 2.2 0.6
126 15.4 13.8 0.9 0.3
15.5 17.7 16.9 1.8 0.5
14.0 16.1 15.4 1.8 0.4
13.6 13.4 13.6 0.9 0.8

0.7
0.9
0.7
0.7
0.9

0.9
0.9
0.9
1.0
LO
LO
03

03
0.9
12
0.9
1.1
0.7
1.0
1.0
0.7
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TABLE V.21 (continued)

Division/
State

Poverty Rates Standard Errors
Sample Regression Shrinkage Sample Regression Shrinkage

Estimates Estimates Estimates Estimates Estimates Estimates

Jut seuth central
Kentucky
TeMessee
Alabama
Mississippi

17.6 17.9 17.4 2 2 0.6 1.1
18.0 173 17.1 2.1 0.5 1.0
193 20.0 19.4 23 0.6 1.1
27.2 B.0 24.6 2.4 LO 1.4

2L6

173
18.0

20.0
232
18.2
175

22 0.6 1.1
2 4 0.8 13
21 0.7 1.1
1.1 03 0.9

14.6 11.9 12.5 1.9 0.5 1.0
125 11.2 115 1.8 0.5 1.0
9.6 12.6 120 1.9 0.8 1.1

125 13.2 13.2 1.9 0.7 1.1
23.0 19.6 20.2 2.1 0.8 1.1
14.1 11.9 12.5 1.9 0.7 1.0
9.8 11.1 10.8 1.6 0.7 1.0
8.6 8.6 8.7 1.7 0.5 0.9

8.7
10.4
13.2
11.0
1Ll

11.1
11.4
14.8
9.9

103

11a

10.5 1.6 0.5 0.9
11.3 1.9 0.6 1.0
13.8 0.9 0.6 0.7
103 1.7 0.9 1.1
105 1.8 0.4 0.9

Median  State l24 11s 1.7 0 5 0.9

a

Mormtain
Montana
Idaho
Wyoming
Colorado
New Mexico
Ari2Dna
Utah
NeMda

Pf&CiiiC
Washington
Oregon
California

a al3.0

SOURCE: Poverty couns  and FSP eligibiIity  axmts are fkom March CutTent Popuwon Sunq& 1987 to 1989.

Sstandard errors for the United States totals implied by the regression and shrinkage estimates for States are not
directly obtainable. Thus, we do not report standard errors for any national estimates.



TABLE V.22

INDIVIDUAL FSP ELIGIBILJTY  RATES BY STATE, 1%8
ALTERNATIVE ESTIMATION METHODS

(Percent)

Division/
State

FSP Eligibility Rates Standard Errors

-Pie Regression Shrinkage -P’e Regression Shrinkage
Estimates Estimates Estimates Estimates Estimates Estimates

NW_
Maine
New Hampshire
velmont
Iaassachusetts
Rhode Island
CQnnecticut

Middle  Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio

/--x Indiana
IlliIlOiS

Michigan
WiSUXlSiIl

West North Centi
Minnesota
Iowa
Missouri
North Dakota
South Dakota
Nebraska

soathAtlantle
Delaware
Maryland
District of Columbia
Virginia
West  Virginia
North Carolina
South Carolina
Georgia
FlOrida

14.5 143 14.4 1.9 1.0 L4
83 5.4 63 1.7 1.1 13

10.1 132 120 1.8 LO l3
10.9 10.2 10.7 0.9 1.1 0.8
11.4 121 11.9 1.9 1.0 13
5.6 63 6.0 1.4 0.9 Ll

16.2 14.1 15.5 1.0 0.6 0.8
7.7 8.7 7.9 0.8 0.8 0.7

13.4 13.9 13.5 1.0 0.4 0.8

15.4 13.5 14.7 1.0 0.4 0.8
11.3 12.6 12.0 1.8 0.5 1.2
14.3 124 13.7 1.0 0.4 0.9
12.4 13.3 12.6 1.0 0.4 0.8
8.1 15.4 11.6 1.5 0.4 1.1

12.1
11.6
13.9
11.2
14.2
13.7

10.9 11.4 1.8 0.5 12
13.4 126 1.7 0.5 1.2
14.9 14.4 1.9 0.4 12
14.7 13.0 1.6 0.6 1.1
15.5 14.8 1.7 0.5 l-2
123 126 24 0.5 L3
115 11s 1.8 0.5 L2

11.1 11.7 lL4 1.8 0.4 L2
10.1 10.1 10.1 1.7 0.6 L2
15.2 15.3 15.1 21 1.0 1.4
12.7 12.8 127 1.6 0.4 1.1
21.0 21~ 20.8 23 0.6 13
16.3 18.4 16.9 1.1 0.4 0.9
19.0 20.7 19.8 20 0.5 13
17.3 18.6 17.9 1.9 0.5 1.2
15.4 14.1 15.0 0.9 0.4 0.8
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TABLE V.22 (continued)

Division/
State

FSP Eligiiility Rates
Regression Shrinkage
Estimates Btimates

standard Errors

S-Pie Regression Shrinkage
Estimates Estimate!5 lwmatcs

bstsauthcentral
Kcnhlclcy
TeMessee
Alabama
Mississippi

221 220 ‘24 0.6 1.4
202 21.0 22 05 l3
23.9 24.1 2.5 0.7 1.4
30.1 29.9 25 1.1 1.6

224
25.9
31.0

west !3oath  central

l.mlisiana
Oklahoma
TaaS

24.7 23.9 23.8 23 0.7 1.4
27.8 27.5 273 2.5 1.0 15
221 21.8 21.8 23 0.8 1.4
19.8 19.9 19.8 1.1 0.8 0.9

MOtUMill
MOtttana

Z”2:
New  M&co
Arizona
Utah
Nevada

16.1 14.4 14.9 2.0 0.6 1.3
16.5 13.6 14.6 2 0 0.6 1.3
10.7 16.1 14.1 2 0 0.9 1.4
15.0 16.0 15.6 21 0.9 1.4
27.1 229 24.0 23 0.9 1.4
14.8 129 13.5 2 0 0.4 1.2
14.1 126 l3.1 1.9 0.7 1.3
11.5 10.0 10.6 1.9 05 1.2

Washington 10.1 124 113 1.7 0.4 1.1
Oregon 14.6 X2.6 13.2 2 2 0.5 1.3
California 14.7 17.4 15.4 1.0 0.7 0.8
Alaska 14.7 13.1 13.7 2 0 1.0 1.4
Hawaii 14.2 121 128 2 0 0.4 1.2

Median  State 143 13.9

15.5

13.7 1.9 0.6

15.3 15.1 a a

1.2

a

SOURCE Poverty counts and FSP etigiiility  counts are from March Current Population Surveys, 1987 to 1989.

aStandard  errors for the United States totals implied by the regression and shrinkage estimates for States are not
dire&y obtainable. Thus, we do not report standard errors for any national e%imates.
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TABLE V.23

NUMBER  OF INDIVIDUALS IN POVERTYBY  STATE, 1988
ACIERNAllVE  EsTlMATION~ODS

(‘Ibowtds  of Imlividua3s)

Division/
State

Individuals in Poverty standard Errors
Sample Regression Shrinkage Sample Regression Shrinkage

E&mates Estimates Estimates mimates Estimates Estimates

New hghmd
Maine
New Hampshire
Vermont
Massachusetts
Rhode Island
connectiart

rmddk Mantic
New York
New Jersey
Pennsylvania

EastNOlthccntral
Ohio
Indiana
IllillOiS
Michigan
WiSCOllSiIl

West North Central
Minnesota
Iowa
Missouri
North Dakota
South Dakota
Ntbraska

SonthMantic
Delaware
Maryiand
District of Columbia
Viilginia
west Virginia
North Carolina
South chrolina
Georgia
Florida

159 157 155 22 5 12
73 54 61 16 8 10
43 66 59 9 2 5

497 562 518 48 35 41
99 119 113 18 3 9

128 136 135 39 26 29

w9 2?@4 ml 163 88 123
475. 4% 482 52 53 46

lB= 1m 1m 103 61 85

1,356 1m 1?284 101 33 76
560 562 562 95 22 50

1,436 1,173 1310 111 34 79
1,112 1,051 1,084 87 37 65

364 579 502 68 14 42

514 382 416 79 18 40
263 m 292 45 11 25
662 641 642 97 16 47

76 76 75 11 4 7
101 85 89 12 4 7
164 lS8 160 34 6 16
195 226 217 35 10 22

57 62 60 11 2 6
457 379 401 80 19 42

88 82 82 12 6 7
647 5% 607 92 24 54
337 316 3l3 41 11 21
7% 970 868 60 19 44
528 603 576 62 17 34
875 1,001 958 112 25 62

1,704 1,670 1,693 112 100 87

128



TABLE V.23 (continued)

Division/
State

Individuals in Poverty Standard Errors
Sample Regression Shrinkage Sample Regression  Shrinkage

Estimates &.imates  Estimates Eximates Estimates Ekimates

Mississippi

WestSOOthCCIbtl-al
Arkansas
L4xtisiana
Oklahoma
Ta;is

Mount8&l
Montana
Id&o
Wyoming
Colorado
New Mexico
Arizona
Utah
Nevada

Pfwifk
Washington
Oregon
caiifomia
Aiaska
Hawaii

Median Sb&e

united St&es

634
883
775
704

644
849
804
647

78 22 40
102 25 49
91 24 44
62 26 36

527
968
543

3,006

488
984

2z

55 15 27
101 34 51
65 22 35

176 133 150

116 95 99 15 4 8
124 111 114 18 5 10
43 57 55 8 4 5

405 426 426 62 23 36
343 294 302 32 12 16
491 415 436 67 24 35
162 184 179 27 12 17
m 94 95 18 5 10

402
285

3,687
53

117

457

31,745

514 483 73 23 42
312 308 51 16 27

4,111 3,841 259 167 195
47 49 8 4 5

108 111 19 4 9

426

31,751

436 56 18

3lJsa a a

35

a

SOURtZ Poverty counts and FSP eligibility counts are from March Current Population  Surveys, 1987 to 1989.

%tandd  errors for the United States totais impiied by the regraion and hit&age estimates for States are not
dhxuyobtainabk.  Thll&wcdonotreportst8ndarderrorsforanynationaicstimates.
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TABLE V.24

NUMBER OF INDIVIDUALS ELIGIBLE FOR THE FSP BY STATE, 1988
ALTERNATIVE ESTIMATION METHODS

(Thousands of Individuals)

Division/
State

Individuals Eligible for the FSP Standard Errors
Sample Regression Shrinkage Sample Regression Shrinkage

Estimates Estimates Estimates Estimate5 Estimates Estimates

New England
Maine
NewHampshire
Vermont
Massachusetts
Rhode Island
connecticut

Middle Atlantic
New York
New Jersey
Pennsylvania

East North Central
Ohio
Indiana
IllhOiS

Michigan
Wisconsin

West North Central
MiMeSOta

IoWa
Missouri
North Dakota
South Dakota
Nebraska

South Atlantic
Delaware
Maqland
District of Columbia
Virginia
West Vxginia
North Carolina
South Carolina
Georgia

,-
FlOrida

174 172 173 23 12 17
91 58 75 18 12 14
54 70 64 10 5 7

636 598 627 53 64 47
115 122 l20 19 10 13
179 200 192 46 29 35

a863 2494 z733 176 106 141
586 664 603 58 61 53

1,627 1,685 1,636 116 48 97

1,675 1,470 1,603 110 44 87
627 698 664 100 28 66

1,620 1,411 1354 117 45 102
1,146 1,224 1,162 88 37 74

382 722 545 70 19 52

535 484 504 80 22 53
327 376 355 49 14 34
723 775 749 101 21 62

73 % 85 11 4 7
101 109 105 12 4 8
219 1% 202 38 8 21
293 276 283 42 12 29

73 77 75 l2 3 8
469 469 470 81 28 56
88 88 87 12 6 8

757 764 758 98 24 66
394 398 391 44 11 24

1,027 1,160 1,067 67 25 57
646 705 674 67 17 44

1,075 1,157 1,115 121 31 75
1,921 1,760 1,875 117 50 100
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TABLE V-24  (continued)

Division/
State

Individuals Eligible for the FSP Standard Errors
Sample Regression Shrinkage Sample Regression Shrinkage

Estimates Estimates Estimata Estimatezs Ewmates Estimates

Mississippi

Mountain
Montana

King
Colorado
New Mexico
Arhona
Utah
Nevada

Han&i

Median  State

unital states

960
779

z
968
774

86
110
101
65

22
2s
28
28

so
64
56
41

603 58s 582 57 17 34
1,181 1,169 1,160 108 42 64

695 686 686 71 25 44
3v3@+ 3519 3Jo4 183 133 150

128 114 118 16 5 10
164 13s 14s 20 6 13
49 73 64 9 4 6

487 517 SOS 67 29 4s
405 342 359 34 13 21
516 450 471 69 14 42
234 2Q9 218 31 12 22
125 108 11s 20 5 l3

466
398

4,097
71

149

487

37333

572 523 78 18 51
343 360 59 14 35

4w1 4w 271 1% 223
63 66 9 5 7

127 135 21 4 13

517 SOS 6s 19

37,692 37,212 a a

44

a

SOURCE Poverty counts and FSP eligiiility  wunts are from March Current Population Snrvcys,  1987 to 1989.

aStandard  errors for the United States  totals implied by the regresion  and shrinkage estimates for States are not
directly obtainable. Thus, we do not report standard errors for any national estimates.
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TABLE V25

ADJUSTED INDIVIDUAL FSP PARTICIPATION RATES By STATE, 1988
ALTERNATIVE ESTIMATION METHODS

(Percent)

Division/
State

Adjusted FSP Participation Rates Standard Errors
Sample Regression Shrinkage Sample Regression Shrinkage

Estimates Estimates Estimates Estimates Estimates Estimates

New En&nd
Maine
New Hampshire
Vermont
Massachusetts
Rhode Island
Collnecticut

Middle  Atlantic
New York
New Jersey
PermsyIvania

East North  Central
Ohio
Indiana
IlklOiS

Michigan

WiSC#nSin

West North Central
h4iIUESOta

IOWa
Missouri
North Dakota
South Dakota
Nebraska

South Atlantic

iti$ii
District of Columbia
Virginia
west Virginia
North Carolina
South Carolina
Georgia
Florida

P.

20.4
593
47.4
47.6
60.1

47.2
31.8
45.6
50.4
44.9
53.8

6.2 33 4b6
4.1 6.5 4.7

10.8 35 5.4
4.0 5.4 3.6
7.9 3.7 5.0

153 7.7 103

51.0
59.1

58.6
52.1
54.2

575
559

3.1 25 28
5.8 4.8 5.1
4.0 1.6 33

61.5 70.1 643 4.1 21 3.5
44.5 40.0 421 7.1 1.6 4.2
613 70.3 63.9 4.4 23 4.2
74.7 70.0 73.7 5.8 2.1 4.7
76.5 40.5 53.7 14.0 1.1 5.1

44.0 48.6 46.6 6.6 2.2 4.9
49.9 43.4 46.1 7.5 1.6 4.4
529 49.3 51.1 7.4 1.3 4.3
49.4 37.6 427 7.1 15 3.6
49.4 45.5 47s 5.8 15 3.9
41.2 46.0 44.8 72 1.9 4.6
39.8 423 4Ll 5.7 1s u

38.9 369 37.8 63 13 40
47.7 47.7 4x6 8.2 28 5.7
64.5 64.4 65.1 9.1 4.2 6.1
425 421 425 5.5 13 3.7
625 61.9 63.0 7.0 1.8 4.0
36.8 326 35.4 24 0.7 1.9
38.5 353 3&9 4.0 0.9 24
425 39.5 41.0 4.8 1.1 28
324 35.4 33.2 20 1.0 1.8
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Y- TABLE V.25  (continued)

Division/
State

Adjusted FSP Participation Rates Standard Errors
Sample Regression Shrinkage Sample Regression Shrinkage

l%i.rnates Estimates Estimate!s Estimates Estimates Estimates

55.7
43.6
39.6
59&

5.8 1.6 3.7
4.4 Ll 2 9
3.8 13 25
4.8 2 3 3 3

57.6 573

43.0 426
6L4 618

37.6 37s 3.5 1.1 2 2
59.9 603 5.4 2 2 3 3
373 373 3.8 1.4 2 4
43.7 43.9 2 4 1.8 20

47.0 45.4 5 3 2 0 4.0
43.9 40.9 4.4 1.9 3.7
34.8 39.6 9.5 2 0 3.9
38.8 39.8 5.7 22 3.6
39.8 37.9 2.8 1.6 22
53.4 51.0 6.2 1.7 4.5
429 41.1 5.1 2.4 4.1
34.3 323 4.9 1.7 3.7

519
57.5
328
39.1

56.8 10.7 1.7 5.5
54.7 7 3 23 5.4
37.0 2 6 13 1.9
37.4 4.7 3.0 3.9
573 7.2 2 0 5.4

Mathstate 46.6 45.5 46.1 5.7 L8

Unittd~ 480 475 48.1 a a

3.9

a

593
36.8
43.9

Mountain
Montana
Idaho

Wyoming
ColOrado

New Mexico

421
36.1
520
41.2
33.6

.P &izona 46.6
Utah
Nevada

38.2
29.7

63.8
49.5
38.8
34.9
51.8

SOURCE: Poverty aounts  and FSP eligibility counts arc front March Current Population Surveys,  1987 to 1989.
FSP participation counts are !kom Food Stamp Porgram StatisticaI Summary of Operations data, adjusted
for CKors  in issuance

astandard  errors for the United States totals implied by the regression and shrinkage estimates for States are not
dkctly  obtainable. Thus, we do not report standard errors for any national estimates.





VL SUMMARY AND  RECOlbMENDATIONS

. In this study,  we consider five small-area estimation methods that can be used to obtain estimates

i
of State poverty counts, State FSP eligibility counts, and State FSP participation rates:

t 1. The direct sample estimation method

2 The regression method

, 3. The ratio+xxrelation technique

4. Shrinkage methods

5. Stnrcture pnxrving estimation (SPREE)

After weighing the relative advantages and disadvantages of all five methods, we recommend three

methods for empirical application and testing. We recommend against the empirical application and

testing  of the ratio-correlation technique and SPREE for two principal reasons. First, both methods

are computationally burdensome, requiring that we process census microdata to obtain FSP eligibility

estimltw.  Second, both methods assume that the relationships between poverty or FSP eligibility and

various socioeconomic and demographic indicators are stable, that a model estimated using census

1 data pertains for each year until data from the next census  are available (about two years after the

census is taken). For this study, we would have to use 1980 census data because the required 1990

census data are not available. However, we have no reason to believe that the relevant multivariate

5.i

regression or &i&age methods in terms of lower sampling variability, we belkve  that it is prudent

to avoid the potential biases from  assuming temporal stability.

lAlthough SPREEi  requb a weaker temporal stability assumption than the ratio-correlation
technique, data limitations would likely prevent our exploiting in practice that theoretical advantage
of SPREE.

..I
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Each of the three estimation methods recommended for empirical application and testing

requires sample data Among the potential sources of sample data, the leading candidates are the

CPS and SIPP. We recommend against using SIPP as a source of sample data for this study because

(1) SIPP, which is not designed for State estimation, provides small State sample sizes and, therefore,

supports much less precise sample estimates than the CPS and (2) SIPP uniquely identifies only 42

States, in&ding the District of Cohnnbia

Using CPS data and administrative records data such as data from vital statistics records, we

obtain direct sample estimates, regression estimates, and shrinkage estimates of State poverty counts,

State PSP eligibility counts, and State PSP participation rates for 1986,1!?87,  and 1988. We also

derive estimates of State poverty rates and State PSP eligibility rates. Our shrinkage estimator is a

hierarchical Empirical Bayes  estimator that optimally combines direct sample e&mates and regression

estimates.

In our empirical  evaluation of the direct sample, regression, and shrinkage methods, we find that

the three methods generally agree on aggregate characteristics pertaining to the distriiution of State

estimates. For the distribution of State FSP participation rates, for instance, such aggregate

characteristics include the median State participation rate, the national participation rate implied by

the State estimates, the standard deviation or interquartile  range of the State participation rates, and

the distribution of the State participation rates across broadly defined categories. For example, about

one-third of the States had PSP participation rates below 40 percent, about one-third of the States

had PSP participation rates between 40 percent and 50 percent, and about one-third of the States

had FSP participation rates of 50 percent or more in 1986,1987, and 1988 according to all three

estimation methods. The direct sample, regression, and shrinkage methods also generally agree on

which areas of the country *end  to have higher participation rates and which areas tend to have lower

participation rams.

;
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Despite this general agreement among the direct sample, regression,  and shrinkage methods on

aggregate features of the distribution of State estimates, we End that, for some States, the three

alternative estimates for a g;Ven  year  differ substantially. For example, differences of four percentage

points between direct sample and regtession  estimates of FSP participation rates are common. Some

of the observed differences in point estimates,  however, can be attributed largely to sampling

variability. When we compare inti estimates, that is, axrftdence intervals, we find that the

qression and shrinkage methods mainly reduce our uncertainty, providing narrower confidence

intervals than the direct sample  c&nation method. For some States, the con6dence  intervals from

the regression method and, to a much ksser degree, the shrinkage method include values that we

would consider unlikely based even on the relatively wide con6dencc  inten& from the direct sample

estimation method. But, for most States, the regression and shrinkage methods imply confidence

intervals  that he entirely inside the wnt%ence inten& implied by the direct sample estimation

method.

Mhough each of the three estimation methods has relative strengths and weaknesses, we

recommend our shrinkage estimates over our direct sample estimates and regression estimates. We

recommend  shrinkage estimates over direct sample estimates primarily because  our shrinkage

estimates are substantially more reliable for many States. Overah,  we find that the shrinkage

dmator  is statistically  more e&ient than the direct sample estimator. We recommend shrinkage

estimates over regression estimates  for three reasons. Frrst,  Ear the nation as a whole and for States

Eor~weobtainprecisediractMmple~~~wr:~d~~agrecllaentberweendirectsampie

andshrinkageestimates~~ndired~pleandregressionestimates.  DiEerencesbetween

shrinkage and direct sampk point estimates arc much smaller than differences between regression

and direct sanple point atbate& m the overlap between con6dencc intervals  implied by

shrinkqc and direct sampk utimati is greater than the overlap between confidence  intervals

implied by regression and dirazt sample estimate& Second, although the standard errors of regr~ion



&mates are much smaller than the standard errors of shrinkage  estimates for some States, we

believei  that our estimated standard errors exaggerate the overall precision of the regression estimates.

We find that the cnvariances  between regression e&mats  for different  States are relatively large.

Thus, the risk of obtaining many large estimation errors is higher with the regression method than

with the direct sample and shrinkage methods. The axariances between regression estimates for

di&rent States am sufficiently large that. despite relative@ small standard errors of regression

estimates &x individual States, the regression estimator cannot be judged statistically more efEicient

than the shrinkage estimator or the direzt  sample estimator. Third,  we End that the shrinkage

estimator is less sensitive to model spex%cation than the regression estimator. We find that similar

regression models can yield moderately to substantially different e&mates for some States. By

mmbining  the regression  estimates with dire& sample estimates, the shrinkage estimator dampens

differences  between estimates from competing models.

Our tinal  recommendation is that further research be undertaken to extend the Eindings of this

study. We recommend obtaining State poverty and, possibly,  FSP eligibility  and participation

estimates for 1989 using not only CPS data and the methods used in this report but also 1990 census

data and the dir& sample estimation method. Although our empirical results suggest that the

shrinkage estimates are probably better than the direct sample estimates or the regression estimates,

we are unable to compare any of our estimates to the true values or, at least, to unbiased estimates

subject to very little sampling variability. We are concerned hy this because our regression and

shrinkage estimators are biased. We would like to measure the precision of regression  and M&age

estimates using a criterion such as mean square error that takes into account both bias and sampling

error. However, we cannot estimate  mean square error matrixes unless estimates  that can be

regarded  as the truth or very near the truth are available as a standard of comparison. Although

census estimates are subject to sampling variability and nonsampling  error, they would provide a

standard of comparison and allow a more complete evaluation of alternative methods and estimates.

I’
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D-G FSP ELIGIMLITY  STATUS IN THE  CPS

APPENDIX A





We simulate FSP eligibility status for individualsin  the CPS in four main steps. In the first step,

we create a CPS extract of potentially eligiile households. In the second step, we estimate monthly

income from reported annual income for each household in our CPS extract. In the third step, we

impute household net income for a selected month (August). In the fourth step, we determine each

household’s Fsp eIigii status for that month Each individual member of an eligible household

.isde&mmedtoheeliglblefortheFsp.  Theremainderofthisappendixdescribesthesestepsin

greater detaik Additional details are provided by Trippe,  Doyle, and Asher (1991). The IMarch  19S9

CPS, which collected &come data for 1988, is used as an example where appropriate.

Group quarters households and noninterview households arc excluded from the full CPS analysis

file to create an extract. A household with-total income greater than 250 percent of the calculated

poverty guideline for the household is also excluded, unless a member of the household received food

stamps, AFDC, SSI, or GA during the previous calendar year. The Federal poverty guidelines of all

families in the household, except subfamilies, are summed to obtain the poverty guideline for the

household.

!STEP  Two: ESTIMATING MONTHLY INCOME FROM ANNUAL  AMOUNTS

We  edmate  from reported annual amounts four di&rent types of monthly income: w

unemployment vtioq noncash  tran&ers  and other norms&  income, and cash welfare and

asset income. Month@ income amounts are estimated for individuals and summed to obtain

household totals.

To estimate monthly earnings for an individual, we divide the reported number of weeks worked

by 4.333 to get the number of months worked and the reportcd  number of weeks unemployed by

4.333 to get the number of months unemployed Reported total annual earnings is divided by the

number of months worked to obtain average,monthly  earning6.  For each month of the year, every
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individual age 15 and over is assigned an employment status of ?vorking,”  bempbyexl,”  or hot in

P
the labor force” based on two randomly drawn numbers. One random number between 1 and 12

determines the month in which a consecutive string of working months begins. For example, if an

individual who worked four months during the year is randomly assigned the number ten, the

individual’s empioyment status for October, November, December, and January is set to “work&

The second random number determines the month in which a consecutive string of unemplo@

months begins. If the individual in our example was unemployed for h men* we would randon@

drawanumberbetweentwoandti  Iftheindividualisrandom@assignexIthenumbcrfour,the

individual’s employment status for April, May, June, July, and August is set to “unempl~ ‘Ihe

individual’s employment status for the remaining months of the year (February, March, and

September) is set to “not in the labor force.” Once the employment status for each month is

assigned, earnings are distributed evenly over months designated as working months.

Annual unemployment compensation is allocated evenly over months in which the individual’s

employment status is “unemployed.” If unemployment compensation is reported yet the individual

worked more than 50 weeks in the year, the amount of unemployment compensation is allocated

evenly over the entire year.

Prior to the March 1989 CPS, amounts received for unemployment compensation were lumped

together with amounts received for veterans’ benefits and workers’ compensation, while receipt was

identified separately. When amounts are lumped together, we allocate the hnnp-sum  amount to

component sources before we allocate annual benefits to months. If the receipt of benefits &m ail

three sources was reported, we allocate 40 percent of the total to veterans’ benefits, 21 percent to

unemployment compensation, and the balance (39 percent) to workers’ compensation. If the receipt

of benefits from two of the three sources was reported, we allocate the tot24 amount received as

followS:

l Veterans’ benefits (65 percent) and unemployment compensation (35 percent)

i‘
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l Veterans’ benefits (51 percent) and workem’  compensation (49 percent)

l Unemployment compensation (36 percent) and workers’ compensation (64percent)

These allocation  percentages reflect relative differences in average amounts for persons in the March

1985 CPS receiving income from one of these sources.

The allocation across months of noncash  transfers and other nonasset  income, such as Social

Security, pensions, workers’ compensation, and veterans’henefits, depends on the individual’s age and

the type of income in question. (Workers’ compensation and veterans’ benefits are first  separated

from unemployment compensation if necessay.) For recipients age 60 and older, we allocate any

reported amount of noncash  tram&m or other nonasset  income evenly over the full year. For

nonelderly  recipient& we use a three-step ahocation  procedure. In the first step, we randomly

determine the number of months in which the income source was received, based on probabilities

developed by Doyle (1984) that vary by type of income In the second step, we randomly select a

month and assume that the period of receipt began with that month In the third step, we allocate

the amount received evenly over the assigned period of receipt. The second and third steps are used

to allocate income from  earnings, as noted before.

Cash wehare  (AFDC, SSI, and GA) and asset income are allocated evenly over the full year.

Siiulation of intrayear fluctuations is beyond the scope of this study.

Atthicstage,wr:addtothecpSextractfiIe~new~l~neededtosimuiateFsP

eligibility. Thefoodstampuaitsiaeisthe~of~cezlsurr~~old~~ssI~~insSI

cashoutstates(californiaandw lsamsin)whore&vedcashinsteadoffoodstamp&  Thegross

lnonthlyincomeofthe~stamprmitirtbe~of~monthlyincoma,ofn#mbersoftheuait.

Asset  bafaMmr  are imputed by dividing  the sum of annual income from interest-bearing accounts,

rental property, and other assets by a rate of return of 6.5 percent (Thus, asset balances are just

over 15 times asset income.)
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STEPTHREEEIMPUT2NGNETINCOME

0 Simulating food stamp program eligiiility  requires information on net inwmc gross inwnu+  and

asset balances for each household Although gross income  is available from CPS data and asset

balancescanbeimputedfromcPSdataonassetinwmeasdescnbedabove,thecpSdatacontain

no information on net income, which is gross  income less  allowable deductions. We impute net

income using a regression model relating net income to each food stamp unit’s earnings, unearned

income, and geographic location. We estimate separate regression equations for each year using

ordinary  least squares (OLS) and data from  a merged July/August Integrated Quality Control System

(IQCS) file. Households residing in Puerto Rico,  Guam, and the Virgin Islands are excluded from

the IQCS file Earned income  tax credit (EITC)  inwme is exchided  from household inwme.

Net income  for each food stamp unit in the CPS with gross income greater than zero is imputed

using the following equation:

NETINC= INTERCEPT + BlfMEARN) +  B2(TMEARN**q  +

B3(UNEARN)  +  B4(UNEARN**2) +  BS(GRSFLG)  +

B6(ALMKA) +  B7(HAWAQ +  B@IDWEST)  +

B9(SOUTH)  + BlO(WES?)  + ERR,

where IN’ERCEPT.  and Bl-BlO are estimated regression coefficients and ERR is a normally

distributed random variable with mean equal to 0 and, for 1989, standard deviation equal to 75.41451.

The right-hand-side variables in the imputation equation are de&d as follows:

l TMEARN-monthly household earn@

l TMEARN**2-monthly  household eamings  squared

l UNEARN-monthly household unearned income

l UNEARN**Z--monthly  household unearned income squared
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GRSFLG-dummy  variable equal to one if household gross income is $100 or less

ALAsIcA-dummy  variable equal to one for households residing in Alaska

HAWAII-dummy variable equal to one for households residing in Hawaii

MlDWEST-dummy  variable for householdi,  residiq in Midwest region

SOU’IH-dummyvariable  for households residing  in South region

WEST-dummy variable for households residing in West region

Net income is imputed (and PSP eligibility status is simulated) for the month of August. Net income

is constrained to be greater than or equal to zero and less than gross income minus the food stamp

standard  deduction. The Midwest region contains the East North Central and West North Central

census divisions; the South region contains the West South Central, Fast South Central, and South

Atlantic census divisions; and the West region contains the Pacifk and Mountain census divisions.

The States contained in each of these census divisiona  are listed in Table V.1 in Chapter V.

STEP PGUR SIMULATING PSP ELIGIBILITY STATUS

Unless exempt, households must pass a gross income test, a net income test, and an asset test

to be eligible for the FSP. Households in which all members receive public assistance (AFDC, SST,

or GA) were exempt from all three tests in 1989 and wtrc automatically eligible for the FSP.

Households with elderly or disabled members were exempt from the gross income test. The gross

income test for 1989 excluded from the PSP households with gross income greater than 130 percent

of the Federal poverty guidelines. The net income test sets a maximum value for a food stamp unit’s

monthly net income based on the size of the unit and its state of residence (continental United

States, Alaska, or Hawaii). To be eligiile for the FSP, a household with an elderly member could

nothaveownedaasetsval~atmorethan$3,ooOinl989.  TheaSaetlimitwas$2$JKlforallother

households. For simulating FSP eligiiility  status, our gross  income test is based on amounts recorded
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p
in the CPS data. Our asset and net income tests use imputed assets and imputed net income, each

derived as described above.

Once the FSP eligiiility  status is determined for a household in the CPS, a new household level

file is created by adding to the original household level input Ele sexeral variables, including a variable

indicating whether the household is eligible for the FW. To obtain estimates of eligible persops  from

the household 6le, a person weight is calculated by multiplying the household weight from  the CPS

bythenumkofpasonsinthehouschoid. Summingtheseweightsovcrd~inaState

yields an estimate of the number of individuals eligible for the FSP.
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APPENDIX B

SYMPTOMATIC INDICATORS FOR REGRESSION MODELS





,n
‘Ihe  symptomatic indicators used in our regression  models are listed in Table B.l with their ,

definitional  and sourax State totals for each indicator are based on administrative records and, thus,

are.not  subject to sampling error. All so- are published amma& data used in this study pertain

to X286,1987,  and 1988.

AFDC,  SSI, and INCOME-reported as counts-are converted into proportions or per capita

figures  by dividing by the resident population of each State as of July 1. State resident  population

totals are obtained from Census Bureau estimates (U.S. Bureau of the Census. “State Population and

/ Household Estimates, With Age, Sex, and Components of Change: 1981438.” Cuntnt  Popuiizfion

! Reports, series P-25, no. 1044, August 1989, p. 13. Table 1, “Estimates of the Resident Population of

States”). The Federal Bureau of Imwtigation  used the same State population estimates to calculate

State crime rates.

LOWBIRTH  includes  births of unreported weight in each State, which are alkated according

to the reported ratio of low birthweight births to normal  birthwe@?  births in that State.

In each year, OILGAS  equals one for Louisiana, Oklahoma, Texas, Wyoming, Colorado, New

Mexico, and Alaska and zero for all other States.

153



TABLE B.l

sYMPmMAnc  INDICATXXS

AFDC The proportion of
individuals in the State
receiv@AidtoFamilies
with Dependent
Children

SSI The proportion of
individuals in the State
receiving Supplemental
Security Income

INCOME State per capita total
personal income
(millions of dollars per
p-n)

CRIME The State crime rate
(number of violent and
property crimes per
100,000 population)

LOWBIRTH Low birthweight births U.S. National Center for Health Statistics, Vi
@=-VOOgrams) Statihs of the United  States. Washington, D-c:
as a proportion of all us. Government  Printing off& 1987,198&  1%9.
IivebirthsintheState Table 22

U.S. Department of Health and Human Setvices,
Social Security Administration. sociaisec@Y
BuIletirr,  An?aual Slw&tical  su@e?wll.
Washington, D.C.: U.S. Govemment  Printing
Office, 1988,1989,1990.  Table 9.G2, ‘Average
monthly number of families and recipients of cash
payments and total amount of payments, by State.”

U.S. Department of Health and Human !ktvices,
Social Security Administration, Social Secwity
Bullet& Annual Statist&i  Supplement.
Washington, D.C.: U.S. Government printing
Office, 1987,1988,1989.  Table 9.B1, “Nun&x of
persons receiving federally administered paym&s
and total amount of payments, by reason for
eligibility.

Regional Economic Measurement Division. State
Personal Income, 1986-1988:  Revised Estimaks.’
Survey of Cumnt Business, voL 69, no. 8, August
1989, pp. 33-56; and “State Personal Income, 1987-
1989: Revised Estimates.” Survey of current
BWs, vat 70, no. 8, August 1990, pp 27-40.
Table 1, “Total and Per Capita Personal Income by
States and Regions.”

U.S. Bureau of the Census. SfatiriicaZAbstracf  of
the United States. Washington, DC.: U.S.
Government Printing Office, 1988,1989,1990.
Table 279, “Crime Rates by State.” Source: U.S.
Federal Bureau of Investigation, Crime  in the
united states, annual.
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TABLE B.l (continued)

Symptomatic
Jndicator D&litiOll SOurce

OILGAS Dummy  variable equal to
one if one percent or

1 more of the State’s total
pesonalincomeis

1
attributable to the oil
and gas extraction
industry

UNEWENG Dummy variable equal to
one for the New
England States

Regional Economic Measurement Division. “State
Personal Income, 1986-1988: Revised Estimates.’
SwveyofCwwnt~voL69,na&August
1%9, pp. 33-56, and “state Personal Income,  1987-
1989: Revised l%imate!s’suw~ of ckwlt
Busineq  vol. 70, no. 8, August 1990, pp 27-40.
Table 3, “Personal Income by Major Sources.”

Maine, New Hampshire, Vermont, Massachusetts,
and Rhode Island (the New England Census
division minus Connecticut)
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APPENDIX C

THE BEST REGRESSION MODELS

i





This appendix presents the regression models identified as the best models by our model fitting

procedure. The model  fitting procedure is descrii in Chapter IV. Symptomatic indicators are

defined in Appendix B.

The best poverty rate regression model for 1986 is:

POVRATE = 0.24 + 26 SSI - 0.0100 INCOME + 0.024 OILGAS - 0.041 UNEWENG

(R2 = 0.85)

The best poverty rate regression model for 1987 is:

1 POVMTE = 0.20 + 3.2 SSI - O.W77  INCOME + 0.025 OILGAS  - 0.037 UNEWENG

f (R2 = 0.82)

The best poverty rate regression model for 1988 is:

fl POVR4TE  = 0.15 + 3.8 SSI - 0.0071 INCOME + 0.033 OILGAS  - 04000046 CRIh4E

(R’ = 0.85)

j
The best FSP eligibility rate regression model for 1986 is:

/ ELIGRATE = 0.25 + 3.7 SSI - 0.010 INCOME + 0.031 OILGAS  - 0.046 UNEWENG

1 (It2 = 0.84)

The best FSP eligibility rate regression mode1 for 1987 is

ELIGRATE  = 0.23 + 3.9 SSI - 0.0094 INCOh4E  + 0.026 OILGAS  - 0.042 WWENG
:

(FP = 0.83)
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f:

Ihe best FSP eIigiiility  rate regression  modd for 1988 ir:

EXIGRATJZ  = 0.18 + 4.5 SSI - 0.0070 INCOME + 0.046 OILGAS - 0.022 UNEWENG

(R2 = 0.85)
i

In each of the six models, the t-statistics for all  coefficients on symptomatic indicators are greater than

2.0.
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